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Abstract—In this paper, we study the Transport Capacity (TC)
of a Mobile Ad hoc NETwork (MANET) of secondary nodes
without a predefined bandwidth assignment. These secondary
users’ access of the spectrum is governed by Opportunistic
Spectrum Access (OSA) rules, i.e., they can use portions of the
spectrum as long as their transmissions do not interfere with the
spectrum’s primary (protected) users.

We present an analytical framework to compute the TC (bits-
meter per second) of OSA MANETs. Our results show that an
OSA MANET exhibits two operating regions, determined by the
ratio of the secondary nodes’ transmission range (ls) over the
primary nodes’ (lp). When ls < lp , the OSA MANET is in the
interference limited region, and its TC behaves exactly as alegacy
MANET, that is, its TC decays slowly with respect tols : T C ≈

k
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, where A is the network area, andW is the
usable spectrum. However, whenls > lp , the OSA MANET is in
the policy limited region, where TC decays faster than before w.r.t.
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if
density is bounded, whereα > 2 is the pathloss exponent.

These results are of great importance to understand the
behavior of OSA-enabled MANETs, especially when designinga
network (e.g., number of nodes, density, needed to cover an area)
or developing self-optimizing algorithms (e.g., topologycontrol).

I. I NTRODUCTION

Traditional rigid spectrum access rules are believed to be the
main cause of the (apparent) spectrum scarcity problem. Op-
portunistic Spectrum Access (OSA) has recently emerged as a
potential solution. Under OSA, nodes are allowed to access a
particular frequency band as long as their transmissions donot
cause harmful interference to the primary (protected) users of
that band.[1], [2]. OSA represents a new paradigm for Mobile
Ad hoc NETworks (MANETs) and as such it challenges our
current understanding of MANET tradeoffs, behaviors, and
scaling laws. Currently, there is a lack of fundamental results
on OSA MANET’s behavior.

In this paper we consider a scenario where two set of nodes
coexist in the same physical area: a network ofprimary nodes,
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with protected usage rights over the usable spectrumW , and
a set of OSA-enabled secondary nodes (referred to as OSA
MANET), which do not have any preassigned frequency band,
but access the spectrum following OSA rules. We answer a
fundamental question: how is the Transport Capacity (TC)
[3] of an OSA MANET different from that of alegacy
MANET.1 We study the TC, defined in this paper as the
number of bits simultaneously transmitted per unit of time,
times the distance these bits travel. This bandwidth-distance
definition of TC is slightly different than the one typically
used in the literature, which considers end-to-end flows as
opposed to single-hop transmissions. However, both quantities
are directly related and asymptotically equivalent2. The TC
defined above is much simpler to compute and provides a very
good indicator of a network’s ability to satisfy the upper layer’s
communication requirements when the exact nature/patterns of
these requirements are not known in advance. For example, if
the number of nodes isN and the average source-destination
distance isL, then the per node end-to-end (i.e., multi-hop)
throughput is roughlyΘ( TC

N L).
We start by providing an analytical framework to compute

TC. We then use this framework to determine whether pre-
viously reported behavior[15] (i.e., TC’s fast decay when the
transmission range of the secondary nodes exceeds that of
the primary nodes) followed a fundamental limitation of OSA
MANETs, or was technology-dependent.

Initially we assume that the density of the secondary nodes
is unbounded, and the control parameter is the secondary
nodes’ transmission rangels. This setting is useful when
designing topology-control algorithms. We consider three
modulation models:Full-rate, Semilinear, andShannon. The
Full-rate model is the closest to the one employed [15]. The
Shannonmodel corresponds to the theoretically best possible
modulation (assuming infinite delays are tolerable). TheSemi-
linear model is in-between: it is practically implementable

1The term legacy MANET refers to a “classical” MANET where the
nodes are assigned exclusive access to the frequency spectrum and have
no limit — other than hardware limitations — on their transmission power.
LegacyMANETs are used as a benchmark against OSA MANETs, which
have additional transmission power constraint and therefore exhibit lower
performance. However, it should be kept in mind that OSA MANETs can
operate in spectrum bands wherelegacyMANETs simply cannot.

2The work in [3] shows that, for uniformly distributed networks, the main
limit on capacity is not the formation of hot-spots in the center of the network
but ”the pervasive need for all nodes to share the channel locally with other
nodes.”



(and analytically tractable) and — within an order of mag-
nitude — tracks the performance of theShannonmodel. Our
results show that while the steep decay observed in the [15]
and theFull rate models are dominated by their modulation
schemes’ inability to exploit opportunities with small SINR —
and it is therefore technology dependent, — OSA MANETs
present two operating regions, regardless of the modulation
scheme being used. When the transmission range (ls) of the
secondary nodes is small compared to the primary nodes’ (lp)
the OSA MANET is in theinterference limitedregion, where
TC varies slowly with respect tols (i.e., TC = Θ

(

1
ls

)

), as
in legacy MANETs. However, when the transmission range
of the secondary nodes is larger than the primary nodes’,
the OSA MANET is in thepolicy limited region. When in
the policy limited region, high data rate transmissions are not
possible, large processing gains (or equivalent) are needed,
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for the Full rate model, and
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)

for the Semilinearand Shannon

models.
We then shift our attention to the topology design problem

(e.g., dimensioning the network) where the control parameter
is the (bounded) density (or equivalently, the number) of
secondary nodes. It is assumed that the secondary nodes use
the optimal (i.e., smallest) transmission range that keepsthe
network connected([3], [16]). We observe that while we still
have two operating regions, the same transition point, and the
same behavior in theinterference-limitedregion, the rate of
decay in thepolicy-limited region is faster than before —

i.e., TC = Θ
(

1
ls

(

lp
ls

)α)

for the Semilinearand Shannon
models. These results, showing the fundamental difference
between OSA andlegacyMANETs, provide designers with
great insight into the network’s tradeoffs. For example, ina
legacy MANET of N nodes we require3N relay nodes to
double the TC. But in an OSA MANET operating in the
policy limited region (and assumingα = 4), the number
of relay nodes required is just0.32N (i.e., 10 times lower).
Therefore, the use of relay nodes is much more attractive for
OSA MANETs operating in thepolicy limited region.

The remainder of this paper is organized as follows. The
next section discusses the previous work. Section III presents
our framework to compute the TC for an OSA MANET.
Section IV applies the framework to three broad classes of
modulation schemes, for the unbounded density case. Sec-
tion V extends the previous analysis for the case of bounded
density. Finally, Section VI summarizes our results.

II. RELATED WORK

Since the seminal work in [3], the TC forlegacyMANETs
has been the subject of much study (e.g., [4], [5]). These
results, however, are not directly applicable to OSA MANETs.

OSA MANETs have been the subject of recent attention.
In 2002, DARPA launched its XG program, with the goal to
develop both the enabling technologies and system concepts
for OSA[6]. However, most works addressing OSA MANETs

to date (e.g., [7]–[10]), have limited their focus to particular
algorithms, such as channel selection or MAC protocols.

From the few works addressing system-wide issues for OSA
MANETs (e.g., [11]–[15]), only our work in [15] reports
results on the OSA MANET’s capacity and its dependence on
the secondary nodes’ transmission range. [15] observes that
the capacity in an OSA MANET decays much faster than in
legacyMANETs with respect to the transmission range, and
therefore stresses the importance of a topology control module
for OSA MANETs. However, the study in [15] is simulation-
based and its results are technology dependent, which limits
the scope of its applicability.

In this paper, we present an analytical framework that
explains our results in [15], generalizes them, and shows that
while the observed steep decay of the TC is an artifact of the
particular technology used, the existence of apolicy-limited
region — where the TC decays faster than inlegacyMANETs
— is a fundamental property of OSA MANETs.

III. A F RAMEWORK TO COMPUTETC

We study a MANET of secondary users coexisting with a
network of primary users in a large flat areaA. The usable
spectrumW is divided intoM equal bandsf1, f2, · · · , fM ,
each experiencing a background noiseη0. Each band is
assigned to a class of primary users. That is, primary users
of classm have protected usage rights over frequency band
fm and can freely transmit over this band. A secondary
user may access any band or combination thereof, as long
as the interference induced overany primary node is below
that node’s interference toleranceηp. Thus, the effect of the
presence of a primary node in the vicinity of a secondary
node is to limit the transmission power of the latter to a value
Pm dependent on the distance between the secondary and
its closest primary node. Since the primary nodes’ position
is a random variable, so is the secondary nodes’ allowed
transmission power. We denote byfP () the probability density
function (pdf) of the secondary nodes’ allowed transmission
power due to the primary network. To facilitate and ground
the analysis we assume that:

1) Single-user reception per-band:Secondary nodes have
multi-user communication capabilities that allow them to
simultaneously decode — at each band – the transmissions
from the primary nodes3 as well as one (and only one) of the
transmissions from the secondary nodes. Signals from other
secondary nodes are treated as noise. Thus, secondary nodes
can resolve interference from primary nodes, and simultane-
ously decode multiple packets from different secondary nodes,

3This assumption may be too optimistic since it may not be possible to
resolve the primary node’ signals in all the situations. In particular, weak
primary signals may not be distinguishable from noise. However, in those
situations the secondary signals’ will be the main contributor to interference
so that our ignoring the primary signals when computing interference will have
little impact. Similarly, we are assuming that perfect reconstruction/removal
of primary signals is possible, while in practice a small amount of residual
error is unavoidable. We ignore these issues to obtain a theoretical technology-
independent (tight) upper bound.



as long as these packets arrive over different (orthogonal)
frequency bands.

Note that the main difference between primary and sec-
ondary nodes’ signals is that the former typically have well
known, predictable waveforms and MAC timing (e.g., a GSM
base station), while the latter may continuously change (i.e.,
morph) their waveform and MAC timing to adapt to current
opportunities and traffic loads (OSA MANETs). Thus, syn-
chronization and multi-user reception are more easily done
with primary node’s signals than with the highly dynamic
signals from secondary nodes.

2) Frequency bands’ independence:Each frequency band
can be independently accessed by each secondary node.

This implies that the same secondary node can transmit in a
frequency band while it is receiving a packet in another. While
this is hard to achieve with today’s hardware — the high power
from the transmission circuitry spills over (as noise) intothe
reception circuitry — this assumption is made to allow for a
simple, tractable model that within reason approximates the
TC. Besides, we can always rearrange the set of transmitters
and receivers to obtain another set with similar total TC where
the same node does not transmit and receive at the same time.

3) Physical layer model:The power attenuation between a
transmitteri and a receiverj is a polynomial function of their
Euclidean distancedij . Specifically, when nodei transmits
with powerP , nodej receives a signal of powerPκdα

ij
, where

α > 2 is referred to as thepathloss exponent.4

Note thatκ is a constant that takes into account the carrier
signal’s wavelength, and the antenna gain. Since the usable
spectrumW is typically narrow compared with its center
frequency, the carrier wavelengths corresponding to the bands
f1, f2, · · · , fM are all very similar and can be approximated
with a single value. The node’s antennas are assumed to be
azimuthally isotropic, and therefore their gain is the same
in all directions. This assumption is made for simplicity and
clarity, and our model can be easily extended to accommodate
directional antennas, with little impact on our results.

4) Primary nodes:Primary nodes of classm are uniformly
distributed in areaA with a densityσp and have a transmission
range lp. These nodes have a target Signal-to-Noise Ratio
(SNR) of θp, that is, for nodes at a distancelp, the received
signal strength must be at leastθp η0.

5) Secondary nodes:Secondary nodes are also uniformly
distributed in the areaA with a density σs and have a
transmission rangels. The rest of the parameters of secondary
nodes are dynamically adjusted to optimize the network’s TC.
For simplicity, we assume that there is no physical limitation
on the transmission power.

4We consider values ofα strictly greater than2 since for large networks,
a value ofα = 2 is not realistic, and results in a cumulative interference
that doesn’t converge to a bounded value but continuously increases with the
network area. Also, technically the above expression is valid only for dij

greater than a frequency-specific reference distance andκ
1

α . We relax these
constraints for simplicity in the analysis, and because they have no impact in
our results for practical scenarios – where both the transmission distancesls
as well as the resulting optimal spatial reuse distances arewithin the valid
region of the above pathloss expression.

6) Spatial reuse:A node may reuse a band used by other
nodes in its network, as long as its distance to any other
node currently transmitting or receiving is greater than a
configurable minimum distance referred to as thespatial reuse
distance(τ ). For secondary nodes,spatial reuse distanceτ is
a controllable parameter. For primary nodes, we assume that
their spatial reuse distanceτp is fixed and equal to the nodes’

carrier sensing range, i.e.,τp = θ
1

α
p lp.

For a given value ofτ , the expected number of simultaneous
transmitters (NActive) in a network of areaA is equal to
NActive = Ahτ

πτ2 . While in generalhτ depends onτ , it varies
slowly (e.g.,hτ just doubles whenτ varies from0 to infinity),
and therefore we consider it to be fixed and equal tohp and
hs for primary and secondary nodes, respectively.

While imposing a minimum distance from a transmitter to
any receiver is obvious and mandatory (to limit the amount of
interference a single transmitter may induce into a receiver),
imposing a minimum distance to other transmitters is not. This
minimum distance is required to limit the number of closely
located transmitters, and so to prevent that their combined
transmission power adds up to a huge interference level at
a close-by receiver. However, it should be noted that this is
not the only way to control the cumulative interference. This
method was chosen due to its simplicity (i.e., it is basically
carrier sensing) and because it allows for a quick derivation
of the number of simultaneous transmitters. Further, it does
not result in loss of generality, since its effect in the analysis
is to relate the interference level (I = Θ

(

P
τα

)

) to the number
of simultaneous transmitters (NActive = Θ

(

A
τ2

)

) in a fairly

general and sensible way (i.e.,I = Θ
(

(

NActive

A

)
α
2 P
)

.
Table I summarizes the notation used for the key quantities.

Unless explicitly stated otherwise, a subscriptp indicates
a quantity associated with the primary nodes. Similarly, a
subscripts, or no subscript, indicates a quantity associated
with the secondary nodes. A superscript typically refers tothe
system or modulation scheme being analyzed.

Table II shows the default values used in our numerical
examples. It should be noted that the termA W

π lp
(bits-meter

per second) typically has a large value and therefore we use
it as our normalization constant. That is, the values of TC
shown in our plots are normalized with respect toA W

π lp
(which

is equivalent to setting this value to1 in Table II).
We are now ready to define a general expression for the TC

as a function of the secondary nodes’ transmission rangels
and their allowed power’s pdffP (P ).

A. Transport Capacity

For a given transmission range (ls), transmission power
(P ), and spatial reuse distance (τ ), the transport capacity
of an OSA MANET over one frequency bandTCf(ls, P, τ)
can be computed by multiplying the number of simultaneous
transmitters (NActive = Ahs

πτ2 ), the transmission rateR, and
the distance traversed by each transmission:

TCf(ls, P, τ) =
AhsR(γ)ls

πτ2
(1)



A : Network area
W : Usable spectrum
M : Number of frequency bands
N : Number of nodes
NActive : Number of nodes transmitting at the same time
σ : Density
σActive : Density of nodes transmitting at the same time
α : Pathloss exponent
κ : Propagation model’s constant
η0 : Background noise per band
ηp : Primary nodes’ interference tolerance
IPri : Cumulative interference a primary node experiences

due to the transmissions from secondary nodes
ISec : Cumulative interference a secondary node experiences

due to the transmissions from secondary nodes
l : Transmission range
τ : Spatial reuse distance
h : Constant relatingA, τ , andσActive

γ : Signal-to-Interference-plus-Noise Ratio (SINR)
R(γ) : Modulation-dependent Rate-to-SINR function
θ : Target SNR
P : Secondary nodes’ transmission power
fP () : Probability density function of the secondary nodes

allowed transmission power
TCf : Per-band Transport Capacity
TC : Total Transport Capacity

TABLE I
KEY PARAMETERS AND THEIR NOTATION.

where R() is the rate-to-SINR function determined by the
modulation scheme used, andγ is the Signal to Interference
plus Noise Ratio(SINR), that is,

γ =

P
κlαs

η0 + ISec
(2)

where the numerator corresponds to the transmitter signal’s
power level at the receiver,η0 is the background noise over
the bandf , andISec is the cumulative interference of all the
other secondary nodes. To computeISec, we use the fact that
the nodes are uniformly distributed in the areaA and that there
are no other transmitters (i.e., interferers) within a radiusτ of
the receiver (restricted areaR). We further assume that the
interferers (i.e. the otherNActive − 1 simultaneous transmit-
ters) are also uniformly distributed outside the restricted area
A−R, with a densityσActive

s = NActive

A .5 Therefore, the
expected interference can be written as:

ISec =

∫

A−R

P

κrα
σActive

s dA (3)

The first element represents the interference induced by any
transmitter at a distancer from the receiver, and the second
term represents the expected number of such transmitters.
By taking into account that forα > 2 the values at the
boundary ofA become negligible, the above expression can
be approximated by extendingA to infinity, resulting in:

ISec ≈
∫∞

τ
P

κrα
hs

πτ2 2πrdr =
2hs

α − 2

P

κτα
(4)

5Strictly speaking, the spatial reuse rules impose a correlation between
active nodes location — i.e., they cannot be less thanτ meters apart, —
however, it is still reasonable to assume that the expected number ofactive
nodes in an areaA′ s.t. πτ2 << A′ << A be≈ σActive

s .

α A W
π lp

ηp

η0
hp hs θp θs

4 1 1 1 1 16 16

TABLE II
DEFAULT VALUES USED IN THE NUMERICAL EXAMPLES.

that is, the cumulative interference is related to the single-user
interference by a constant factor. Replacing (4) in (2) and (1),
we obtain:

TCf(ls, P, τ) =
Ahs

π

ls
τ2

R

(

P
P0

( τ
ls

)α

2hs

α−2
P
P0

+ ( τ
ls

)α

)

(5)

whereP0 = κ lαs η0 is the transmission power at which the
receiver (at a distancels) receives the transmitter signal with
a power equal to the background noise.

For a given maximum allowed transmission powerP , there
is an optimal value ofτopt that maximizesTCf (ls, P, τ). The
functionTCf (ls, P ) = TCf(ls, P, τopt) is strictly nondecreas-
ing, and can be written as:

TCf(ls, P ) =
Ahsls
πτ2

opt

R





P
P0

(

τopt

ls

)α

2hs

α−2
P
P0

+
(

τopt

ls

)α



 (6)

Now, equation (6) characterize the TC when all the nodes
can transmit at the same power. However, in an OSA MANET
different nodes have different allowed transmission powers
determined by their distance to their closest primary node.
To account for these different transmission powers, we use
the observation that much of a node’s contribution to the total
TC is local, through its transmission rate and footprint (spatial
reuse area). Thus, we can say that the TC contribution of a
nodeni with maximum transmit powerPi over a bandf is
equal to 1

N TCf(ls, Pi). Then, adding over all the nodes and
all the bands:

E{TC(ls)} = E







fM
∑

f1

N
∑

i=1

1

N
TCf(ls, Pi)







= M

∫

fP (P ) TCf (ls, P ) dP (7)

where fP (.) is the pdf of the secondary nodes’allowed
transmission power.

In the next subsections we describe the modulation schemes
studied in this paper (i.e., definingR(γ)), and provide an
expression forfP (.), which completes our framework.

B. Modulation schemes

In this paper we study the three modulation schemes shown
in Figure 1:Full rate, Semilinear, andShannon.

Under theFull rate model, a rate ofW/M (i.e., bandwidth
efficiency of1) is achievedif and only if the SINR is greater
than a threshold valueθ, typically between 9–15 dB. That is,

RFr(γ) =

{

0 If γ < θ
W
M If γ ≥ θ

(8)
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(c) Shannon model

Fig. 1. Transmission rate as a function of the Signal-to-Interference-plus-
Noise Ratio (SINR) for the modulation schemes studied in this paper.

Note that theFull rate model’s discontinuous behavior does
not originate from any Bit Error Rate (BER) curve — where
the probability of error varies continuously with the SINR —
but the discontinuity is due to the design decision of only using
thosegood opportunities where the policy-allowed power is
strong enough to close the link at the desired rate and error
probability.

The Semilinearmodulation model is an improvement over
the Full rate model in which opportunities with an allowed
transmission power lower than the minimum needed to close
the link at full rate are not discarded, but rather exploited—
at a lower rate. Its rate-to-SINR function is:

RSl(γ) =







γ
θ

W
M If γ < θ

W
M If γ ≥ θ

(9)

An example of a modulation scheme that accomplishes the
RSl function, is the family of Quadrature Phase Shift Keying
(QPSK) Direct Sequence Spread Spectrum (DSSS) signals,
where different processing gain values result in differentpoints
in the “linear” region ofRSl.

The Semilinearmodel has the apparent shortcoming of not
exploiting large values ofγ to obtain higher transmission
rates. To assess the impact of having a bounded transmission
rate, we included theShannonmodel — with its unbounded
transmission rate — in our study.

The Shannonmodulation model represents the maximum
rate achieved by a single-user communication system. While
no modulation/coding scheme is known to achieve such value,
it is theoretically achievable, and therefore it represents the
upper bound on the performance of any system. The rate-to-
SINR function in this system is the well-known Shannon’s
capacity formula:

RSh(γ) =
W

M
log2(1 + γ) (10)

C. OSA allowed transmission power

Under OSA policy, a secondary node can transmit with
powerP over a bandf as long as its distancer to the closest
active6 primary node (of the class corresponding to the band
f ) is large enough so that the interference it induces over the
primary node is belowηp.7 In other words, a secondary node
can transmit at powerP as long as there are no primary nodes

in an exclusion areaAexc of radiusrp =
(

P
κηp

)
1

α

.

Let σActive
p represent the density ofactive primary nodes,

which may be much smaller thanσp, the density of deployed
primary nodes. As explained before in our spatial reuse
discussion, at any given time at mostAhp

πτ2
p

primary nodes

can be receiving a packet. Sinceτp = θ
1

α
p lp, it follows that

σActive
p =

hp

π l2p θ
2

α
p

, where we are assuming the worst-case

scenario, that is, the maximum number of active primary nodes
are present. This is equivalent to saying that the primary
network is fully deployed (i.e., primary signals are present
in every single point). OSA access is still possible due to
underlayingtechniques (see [1] and [15]).

Assuming that the set of active primary nodes are uniformly
distributed in the network area, the probability that the max-
imum allowed transmission powerPm is at leastP is equal
to the probability that there is no active primary node inside
the exclusion areaAexc. Since forAexc << A, the number
of nodes inside the areaAexc (denoted byNp(Aexc)) has
a Poisson distribution of meanσActive

p Aexc then the above
probability becomes:

Pr{Pm ≥ P} = Pr{Np(Aexc) = 0} (11)

= e−σActive
p πr2

p (12)

= e−qP
2

α (13)

where q =
hp

l2p (κ ηp θ)2/α . The pdf of the maximum al-

lowed power fP (P ) is found by taking the derivative of
1 − Pr{Pm ≥ P}, which results in:

fP (P ) =
2

α
q

e−q P
2

α

P
α−2

α

(14)

Replacing (14) in (7) completely defines the TC for each
modulation scheme.

IV. I NFINITE DENSITY

In this section we study the TC of an OSA MANET when
the density of the secondary nodes (σs) is assumed to be

6OSA nodes can take advantage of silent periods on the primarynodes’
MAC. Thus, the fundamental limit is not the presence of a primary node, but
the fact that the primary node is active (i.e., receiving) atthis instant.

7This model addresses the interference due to a single transmitter. How-
ever, several transmitters may result in a higher combined interference. As
suggested in [15] a margin can be added to account for this. However, this
margin depends on thespatial reuse distance(τ ) of the secondary nodes,
and thus the maximum transmission power of a secondary node is tied to the
secondary network’s choice of spatial reuse distance. For simplicity we ignore
this dependence for the time being, but it can be shown — see Section VII in
[17], — that this simplification has little effect on the quality of our results.



infinite (unbounded), and therefore there is no limit on how
small the spatial reuse distance (τ ) can be. Such an analysis is
useful to understand the tradeoffs when designing a topology
control algorithm. Our study covers the three modulation
schemes described in Section III-B. Since theShannonmodel
represents the best possible performance, our coverage of the
design space is very comprehensive.

A. Full-rate model

For a given value ofP , the optimal spatial reuse distance
τopt is the smallest value ofτ such that the SINR is greater
or equal toθ. By replacing (2) and (4) in the equationγ = θ
and then solving forτ we obtain:

τFr
opt =

[(

2hsθ

α − 2

) (

P

P − θP0

)]1/α

ls (15)

whereP0 = κlαs η0, as before, is the transmission power level
that results in the transmitter’s signal reaching its destination
with a receive power equal to the background noise.τFr

opt is the
optimal value since increasingτ aboveτFr

opt reduces the spatial
reuse without an increase in the transmission rate, resulting
in a lower TC. Similarly, reducingτ below τFr

opt results in
an increase ofISec, a decrease of the SINR belowθ and
consequently the transmission rate (and TC) dropping to zero.

It should be noted thatτFr
opt is only defined whenP > θP0.

WhenP < θP0 it is impossible to get a SINR aboveθ and the
TC (as a function of the transmission power) is zero. Replacing
the value ofτFr

opt in (6) we obtain

TCFR
f (ls, P ) =

K1

Mθ
2

α ls

(

1 −
θP0

P

)
2

α

(16)

whereK1 = AWh
α−2

α
s

π

(

α−2
2

)
2

α . Applying (14) and (16) into
(7) we obtain the TC as a function of the transmission range.
Figure 2 shows an example of the TC for the parameters shown
in Table II. For reference, both thelegacy system (i.e., no
limit in transmission power) and theSimplesystem (i.e., the
one used in [15]) are shown. We can see that we have two
regions, and that theFull rate andSimplesystems have very
similar behavior.

To get a better insight into theFull rate system behavior,
closed-form expressions for an upper (UB) and a lower bound
(LB) are derived, by noticing that
(

2

α

)
2

α

U

(

P −
α θ

α − 2
P0

)

≤

(

1 −
θP0

P

)
2

α

≤ U(P − θP0)

where U(x) is the step function, i.e.,U(x) = 1 iff x > 0.

Replacing
(

1 − θP0

P

)
2

α in (16) by the above expressions, we
obtain the following lower (LB) and upper (UP) bounds:

LB(ls) =
(

2
α θ

)
2

α K1

ls
e
−K5

(

ls
lp

)

2

UB(ls) = θ−
2

α
K1

ls
e
−K6

(

ls
lp

)

2

whereK1 was defined before,K5 = hp

(

α
α−2

η0

ηp

θ
θp

)
2

α

and

K6 = hp

(

η0

ηp

θ
θp

)
2

α

. From the numerical results we observed
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Fig. 2. Transport Capacity versus Transmission Range for the Full rate
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that UB is a tight bound for theFull rate model, whileLB
is quite close to theSimplemodel.

We conclude that under theFull rate model, TC presents
two regions: aninterference limitedregion where the system
performs similarly to thelegacyMANETs, and apolicy limited
region where the TC falls steeply when the transmission range
is increased. The transition from one region into the other is

fast, and around the point wherelslp = 1
h0.5

p

(

ηp

η0

θp

θ

)
1

α

.

B. Semilinear model

For a given value ofP , the optimal spatial reuse distance
τopt is the minimum value of two quantities, that is :

τSl
opt = min{τ1(P ), τ2(P )}

τ1(P ) =
[

2hsθ
α−2

P
P−θP0

]1/α

ls

τ2(P ) =
(

Phs

P0

)1/α

ls

Where τ1(P ) is the value ofτ that makes the SINR to be
equal toθ. τ2(P ) is the optimalτ for an auxiliary system
obtained by modifyingRSl(γ) in Eq.(9), to extend its linear
region to infinite, that is,Raux(γ) = W

Mθ γ. Applying Raux in
(5) results in aTCaux

f (ls, P, τ) function that isconcave down
with respect toτ and has a global maximum atτ2. τ2 is easily
computed by takingTCaux

f (ls, P, τ) first derivative, equating
it to zero, and solving forτ .

It can be easily seen that whenτ > τ1(P ), the SINR region
is in the “flat” region of RSl(γ) (see Eq. (9)) and the TC
decreases withτ , i.e., TC(ls, P, τ1(P )) > TC(ls, P, τ) for
every τ > τ1(P ). When τ ∈ [0, τ1(P )], the SINR is in the
linear region ofRSl(γ), and the TC of theSemilinearmodel is
the same as the one from the auxiliary systemTCaux

f (ls, P, τ),
that is, it is concave downwith a global maximum — if
reached — atτ2(P ). Therefore, ifτ2(P ) < τ1(P ), the point
TCSl

f (ls, P, τ2(P )) ≥ TCSl
f (ls, P, τ) for everyτ ∈ [0, τ1(P )],

and in particularTCSl
f (ls, P, τ2(P )) ≥ TCSl

f (ls, P, τ1(P )),
and sinceTCSl

f (ls, P, τ1(P )) ≥ TCSl
f (ls, P, τ) for everyτ >

τ1(P ) we conclude thatTCSl
f (ls, P, τ2(P )) is the maximum



value of TC and thereforeτSl
opt = τ2(P ). On the other hand,

when τ2(P ) > τ1(P ), we can see that forτ ≤ τ1(P ) (the
linear region)TCSl

f (ls, P, τ) is monotonically increasing and
therefore it peaks at the upper limit of the linear region, that
is, it peaks atτ1(P ). Since forτ > τ1(P ) (theflat region) TC
decreases with respect toτ in follows thatTCSl

f (ls, P, τ1(P ))

is the maximum value of TC and thereforeτSl
opt = τ1(P ).

From the above, we have two operation regions, with a
transition point atP2, the point whereτ1(P2) = τ2(P2), that
is, P2 = α

α−2θP0, whereP0, as defined before, isP0 = κlαs η0.
τSl
opt is then:

τSl
opt =



















(

Phs

P0

)
1

α

ls If P ≤ α
α−2θP0

[(

2hsθ
α−2

)(

P
P−θP0

)]
1

α

ls If P > α
α−2θP0

(17)

And TCSl
f (ls, P ) can be written as:

TCSl
f (ls, P ) =



















K2

M θ ls

(

P
P0

)
α−2

α

If P ≤ α
α−2θP0

K1

M θ
2

α ls

(

1 − θP0

P

)
2

α If P > α
α−2θP0

(18)

WhereK1 was defined before andK2 = AW
π

α−2
α h

α−2

α
s .

It is interesting to note that for small values ofP (i.e.,P <
P2), the optimalτopt satisfies P

κτα
opt

= η0

hs
, andISec = 2

α−2η0.
That is, whenP is small, the optimal strategy is to reduce
the spatial reuse distance to the point where the interference
is constant and thus SINR varies linearly withP (smallerP
smaller SINR).8 TheFull rate model (previous section) fails to
exploit low values of SINR and therefore results in really bad
performance for small values ofP . For large values ofP (i.e.,

P > P2), τopt increases slowly, converging to
(

2hsθ
α−2

)
1

α

ls as
P approaches infinity. Thus, whenP is large, the optimal
strategy is to keep the spatial reuse distance bounded, let the
receive power and interference grow (even to infinity), and
have the SINR converge to a constant value.

By replacing (14) and (18) in (7) and after introducing a
variabley = qP 2/α, we foundTCSl to be:

TCSl =
K2K7

θ
2

α ls

(

lp
ls

)α−2 ∫ y2

0

y
α−2

2 e−ydy +

+
K1

θ
2

α ls

∫ +∞

y2

(

1 −
q

α
2 P0

y
α
2

)

2

α

e−ydy (19)

where K7 =
(

ηp

η0

1
hp

)
α−2

2

(

θp

θ

)
α−2

α

, and y2 =
(

α
α−2

η0

ηp

θ
θp

)2/α (
ls
lp

)2

hp.
Eq. (19) can be evaluated numerically. As an example,

Figure 3 plotsTCSl computed using the parameters shown

8Note thatτopt is, in this regime, also proportional to the carrier sensing
range. Also, note that this strategy assumes thatτ can be reduced as needed,
and there will be secondary nodes close enough to exploit thespatial reuse
(unbounded density). In the next section we study the case when the density
is bounded.
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Fig. 3. Transport Capacity versus Transmission Range for the Semilinear
model. There are two operating regions.

earlier in Table II. For reference, the TC oflegacyMANETs
as well as the curvec4l

−3
s are also shown. It can be seen

that under theSemilinearmodel there are still two operating
regions and a point of quick transition. Forlslp << 1 the
system — as before — behaves like alegacyMANET with
TC = Θ

(

1
ls

)

. When ls
lp

>> 1 the system transitions to a
policy-limited region, where TC’s rate of decay with respect
to ls is greater (3 in our example and, as it will be shown
immediately next,α− 1 in general). This significantly differs
from the results obtained with theFull rate model, where the
TC fell steeply with respect tols. The reason for theFull rate
system’s poor performance is its inability to exploit situations
with small SINR, a technological — rather than fundamental
— limitation.

To better understandTCSl behavior, we derive some closed-
form approximations. By looking at the second integral in (19)

we notice that
(

1 − qα/2P0

yα/2

)
2

α

varies from(2/α)2/α to 1 when

y varies fromy2 to +∞. Thus, there exists anǫ1 ∈ [
(

2
α

)
2

α , 1]

such that
∫ +∞

y2

(

1 − qα/2P0

yα/2

)
2

α

e−ydy = ǫ1
∫ +∞

y2

e−ydy =

ǫ1e
−y2, and thereforeTCSl can be written as:

TCSl =
K2K7

θ
2

α ls

(

lp
ls

)α−2 ∫ y2

0

y
α−2

2 e−ydy +
K1ǫ1

θ
2

α

e−y2

ls
(20)

We then consider two cases

1) ls
lp

<
[

α−2
α

ηp

η0

θp

θ

]1/α
1

h
1/2

p

: In this casey2 is small.

Similar as before, fory ∈ [0, y2] we havee−y2 ≤ e−y ≤ 1, and
there exists anǫ2 ∈ [e−y2 , 1] such that

∫ y2

0
y(α−2)/2e−ydy =

ǫ2
∫ y2

0 y(α−2)/2dy = 2ǫ2
α y

α/2
2 . Replacing in (20) we obtain:

TCSl ≈

[

K2K8ǫ2

(

ls
lp

)2

+ K1ǫ1e
−y2

]

1

θ
2

α ls
(21)

where K8 = 2
α−2 (

ηp

η0

)
α−4

2 ( θ
θp

)
2

α hp. It can be seen that

for small ls, the term ( ls
lp

)2 is small compared withe−y2



and the second term dominates equation (21), i.e.,TCSl ≈
K1ǫ1e−y2

θ2/α
1
ls

, which isΘ
(

1
ls

)

for small values ofls (sincey2

rapidly approaches0 ande−y2 rapidly approaches1).

2) ls
lp

>
[

α−2
α

ηp

η0

θp

θ

]
1

α 1

h
1/2

p

: In this casey2 is large, and

we can approximate
∫ y2

0 y
α−2

2 e−ydy ≈
∫ +∞

0 y
α−2

2 e−ydy =
Γ
(

α
2

)

. WhereΓ(x) is the well known Gamma function. Also,

the terme−y2 = e
−K9

(

ls
lp

)

2

vanishes much faster than the
others and thus we can write:

TCSl ≈
K2K7Γ

(

α
2

)

θ
2

α

(

lp
ls

)α−2
1

ls
(22)

And, as we can see, for largels, theTCSl = Θ

(

(

1
ls

)α−1
)

.

C. Shannon Model

TCSh
f (ls, P, τ) can be found by replacing (10) in (5):

TCSh
f (ls, P, τ) =

Ahsls
π log(2)τ2

W

M
log

(

1 +
P
P0

( τ
ls

)α

2hs

α−2
P
P0

+ ( τ
ls

)α

)

wherelog(x) is the natural logarithm ofx.
The optimal value ofτopt is found by setting the derivative

of TCf equal to zero.τSh
opt = ls τ∗, whereτ∗ is the solution

to the equation:

b α τα
∗

[(a + 1)τα
∗ + b][aτα

∗ + b]
− 2log

(

1 +
τα
∗

aτα
∗ + b

)

= 0

(23)

where a = P0

P and b = 2hs

α−2 . While (23) can be solved
numerically, we derive some approximate expressions to gain
some insights into the system’s behavior.

(i) WhenP << P0, a is large andlog(1+x) ≈ x. Replacing

in (23) we obtainτ∗ ≈
[

α−2
2

b
1+a

]
1

α

=
(

Phs

P+P0

)
1

α

.
(ii) When P >> P0, a is small and the termsaτα

∗ can be
ignored, resulting in an equation that does not depend onP .

Thus,τ∗ ≈
(

2hsγα

α−2

)
1

α

, whereγα is the root of the equation
1+γ

γ log(1+ γ) = α
2 . It should be noted thatγα is the optimal

SINR when there is no limit in the transmission power, i.e.
it is the value the optimal SINR tends to whenP grows to
infinity, and only depends onα (e.g.,γα=4 = 3.9220).

Combining (i) and (ii),τSh
opt can be approximated by:

τSh
opt ≈











(

Phs

P+P0

)
1

α

ls If P << P0

(

2hs

α−2rα

)
1

α

ls If P >> P0

(24)

And, by applying (24) in (6) we obtain:

TCSh
f (ls, P ) ≈















K2

M log(2)ls

(

P
P0

)
α−2

α

If P << P0

log(1+rα)

r
2/α
α M log(2)

K1

ls
If P >> P0

(25)

Comparing (24)-(25) with (17)-(18) we note a great sim-
ilarity between theSemilinearand Shannonsystems. Both
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Fig. 4. Transport Capacity versus allowed transmission power for the three
modulation schemes. Density is assumed infinite.

systems present a similar behavior: when allowed power is
small, their spatial reuse distance is reduced, so that the
interference remains constant. As power increases, the spatial
reuse distance converges to a constant value and even as
power approaches infinity, the SINR remains bounded. This
was obvious for theSemilinearmodel, whoseRSl(γ) presents
a flat region (see Figure 1b) above which it makes no sense
to increase the SINR, but this is not so obvious for the
Shannonsystem, where theRSh(γ) keeps growing to infinity
with γ. The reason theShannonsystem behaves like the
Semilinearis that RSh(γ) rate of increase for large values
of γ is very slow, and therefore it is outweighed by the
decrease in spatial reuse needed to increaseγ. Thus, it is
not efficient to operate a network at large values of SINR.
It should be noted that the slow slope ofR(γ) for γ large is
a fundamental property of communication systems, based on
Shannon’s capacity formula, and therefore it is applicableto
anymodulation scheme, not just the ones studied in this paper.

To show the similarity between theSemilinearandShannon
models, Figure 4 plotsTCf(ls, P ) (i.e., TC as a function ofP ,
for a givenls) for the three modulation schemes considered in
this paper. It can be seen that the behaviors of theSemilinear
and Shannonschemes are very similar in both operating
regions (low power and high power). Basically they only differ
by two constant factors:flp = θ

log 2 in the low power region,

andfhp =
(

θ
rα

)
2

α

log2(1 + rα) in the high power region.
Solving (23) and replacing in (7) we can compute

TCSh(ls), the TC for theShannonsystem. For example, Fig-
ure 5 plotsTCSh(ls) computed using the parameters shown
earlier in Table II (θ is not needed). For reference, the TC of
legacyMANETs as well as the curvec6l

−3
s are also shown.

As expected from the discussion above, theShannonmodel
behavior is basically the same as theSemilinearmodel’s. The
slope in thepolicy-limited region is determined by the slope
of TCSh

f (ls, P ) for P small. Since for small values ofP
bothTCSl

f (ls, P ) andTCSh
f (ls, P ) have the same slope, then

both systems will have the same behavior in thepolicy-limited
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region. That is, whenls >> lp thenTC(ls) = Θ
(

l
−(α−1)
s

)

.
Finally, Figure 6 summarizes this section’s results, com-

paring TC(ls) — i.e., TC as a function of the transmission
rangels of the secondary nodes — for the three modulation
schemes studied. We can see that while the existence of two
operating regions is common to all of them and it is due
to a fundamental property of OSA MANETs, the fast decay
observed in [15] and theFull rate model is not fundamental but
due to to shortcomings of that particular modulation scheme.
Furthermore, we can see that theSemilinearmodel tracks
theShannonmodel’s behavior (within a multiplicative factor).
Therefore, without loss of generality, in the remainder of this
paper we will focus on theSemilinearmodel — which is more
amenable for closed-form solutions, — with the understanding
that the results obtained are general.

V. FINITE DENSITY

In this section, we shift our attention to thetopology design
problem where the control parameter is the finite density (or
similarly, the number of the secondary nodes present). We

want to determine the impact of the density of the secondary
nodes in their TC.

Here we assume that the secondary nodes optimally adjust
their transmission rangels, setting it to the minimum value
that keeps the network connected (see [3] and [16]). That is,
ls is set to a value similar to the minimum distance between
neighboring nodes. Since there is a one-to-one mapping be-
tween the density of the secondary nodesσs and this optimal
transmission rangels, and in order to directly apply our
framework, we will refer tols as our control variable, but
it should be kept in mind thatls is not a free variable but it
is determined byσs.

Since it was already established that both theSemilinear
and Shannonmodels result in the same asymptotic behavior,
we will only focus on theSemilinearmodel in this section.
The Semilinearmodel is preferred since it provides easier to
understand closed-form expressions, providing better insight.

With this setup, the framework developed in Section III is
still valid, with the only difference that the domain of the
variableτ (spatial reuse distance) is restricted to the interval
[ls, +∞], sincels is the minimum distance between secondary
nodes. Thus, equation (17) needs to be modified as follows:

τSl,b
opt =


















ls If P ≤ P0

hs
(

Phs

P0

)
1

α

ls If P0

hs
≤ P ≤ α

α−2θP0

[(

2hsθ
α−2

)(

P
P−θP0

)]
1

α

ls If P > α
α−2θP0

(26)

Applying (26),TC(ls, P ) is computed as:

TCSl,b
f (ls, P ) =


























AWhs

Mπθls

(

P

P0+( 2hs
α−2 )P

)

If P ≤ P0

hs

K2

Mθls

(

P
P0

)
α−2

α

If P0

hs
< P ≤ α

α−2θP0

K1

Mθ
2

α ls

(

1 − θP0

P

)
2

α If P > α
α−2θP0

(27)

By replacing (14) and (27) in (7) we obtain the TC as the
sum of three integrals, one for each interval in (27):

TCSl,b =
K10

ls

∫ y1

0

y
α
2

y
α
2

1 + 2
α−2y

α
2

e−ydy +

+
K2K7

θ
2

α ls

(

lp
ls

)α−2 ∫ y2

y1

y
α−2

2 e−ydy +

+
K1

θ
2

α ls

∫ +∞

y2

(

1 −
q

α
2 P0

y
α
2

)

2

α

e−ydy (28)

wherey1 = K12

(

ls
lp

)2

, andK12 = hp

(

η0

hsθpηp

)
2

α

.
Figure 7 shows the TC as a function of transmission range

(i.e., tied to the nodes’ density) for the parameters shown in
Table II. For comparison, we also plot the TC obtained by a
legacy node (i.e., no restriction on transmission power) and
the curvec7l

−5
s to which TC converges for large values ofls

(small values of density). It can be seen that once again we
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have two operating regions, with the same transition point.
However, TC’s rate of decay withls is faster than before
(unbounded density). As we will see next, for large values

of ls, TC in the bounded-density case isΘ

(

(

1
ls

)α+1
)

.

To understand TC’s behavior, we note that whenls/lp small,
y1 is small and the last two integrals in (28) dominate the value
of TCSl,b. These two integrals are almost identical to the ones
in (19) so it is not surprising that for smallls/lp we obtain
the same behavior as in the unbounded-density case. However,
whenls/lp is large,y1 is large, and the first integral dominates
TCSl,b in Eq. (27), and we can write:

TCSl,b ≈
K10

ls

∫ y1

0

y
α
2

y
α
2

1 + 2
α−2y

α
2

e−ydy (29)

Now, since fory ∈ [0, y1]
(

α − 2

α

)

1

y
α
2

1

≤ 1

y
α
2

1
+ 2

α−2
y

α
2

≤
1

y
α
2

1

then there exists anǫ3 ∈ [α−2
α , 1] such that

TCSl,b ≈
K10

ls

∫ y1

0

ǫ3
y

α
2

y
α
2

1

e−ydy (30)

≈
K10

ls

ǫ3

y
α
2

1

∫ +∞

0

y
α
2 e−ydy (31)

=
K10

ls

ǫ3

y
α
2

1

Γ
(α

2
+ 1
)

(32)

where (31) follows from the fact that sincey1 is a large
number, the values ofe−y for y > y1 are negligible. Finally,

recalling thaty1 = K12

(

ls
lp

)2

we obtain that for large values

of ls/lp, TC is approximately:

TCSl,b ≈
K10ǫ3Γ

(

α
2 + 1

)

K
α
2

12

(

lp
ls

)α
1

ls
(33)

that is, for largels the TC isΘ

(

(

1
ls

)α+1
)

.

VI. SUMMARY

In this paper we study the TC’s dependence on the trans-
mission range for an OSA MANET. We provide an analytical
framework and derive closed-form expressions for TC.

Our results show that, regardless of the modulation scheme
used, OSA MANETs present two operating regions, depending
on the relationship between the transmission range of the
primary and secondary nodes (lp and ls, respectively). When
ls < lp the OSA MANET is in the interference-limited
regime, where TC varies slowly as inlegacyMANETs, i.e.,
TC is Θ

(

1
ls

)

. When ls > lp, the OSA MANET is in
the policy-limited regime, where “full-rate” transmissions are
not possible, high processing gains are required, and the

TC decays faster than expected:Θ

(

(

1
ls

)α−1
)

if density is

unbounded, andΘ

(

(

1
ls

)α+1
)

if density is bounded, where

α is the pathloss exponent.
These results help to understand the behavior of OSA-

enabled MANETs, and can guide in the design of a network
(e.g., number of nodes needed to cover an area) or developing
self-optimizing algorithms (e.g., topology control).
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