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Abstract—In this paper, we study the Transport Capacity (TC)
of a Mobile Ad hoc NETwork (MANET) of secondary nodes

without a predefined bandwidth assignment. These secondary
users’ access of the spectrum is governed by Opportunistic

Spectrum Access (OSA) rules, i.e., they can use portions dfi¢
spectrum as long as their transmissions do not interfere wit the
spectrum’s primary (protected) users.

We present an analytical framework to compute the TC (bits-
meter per second) of OSA MANETSs. Our results show that an
OSA MANET exhibits two operating regions, determined by the
ratio of the secondary nodes’ transmission rangel() over the
primary nodes’ (I,). When I, < I, the OSA MANET is in the
interference limited region, and its TC behaves exactly as kegacy
MANET, that is, its TC decays slowly with respect tol,: TC =
kAW — @ (ls_l), where A is the network area, and W is the
usable spectrum. However, wherd, > 1, the OSA MANET is in
the policy limited region, where TC dzecays faster than before w.r.t.
l,, thatis, TC = k' 4% (;—z) =0 (ls_("‘_l)) if density
is unbounded, andTC =~ k” 4% (2} =© ;D)
density is bounded, whereax > 2 is the pathloss exponent.

These results are of great importance to understand the
behavior of OSA-enabled MANETS, especially when designing
network (e.g., number of nodes, density, needed to cover amea)
or developing self-optimizing algorithms (e.g., topologycontrol).

I. INTRODUCTION

with protected usage rights over the usable spectiipand

a set of OSA-enabled secondary nodes (referred to as OSA
MANET), which do not have any preassigned frequency band,
but access the spectrum following OSA rules. We answer a
fundamental question: how is the Transport Capacity (TC)
[3] of an OSA MANET different from that of alegacy
MANET.! We study the TC, defined in this paper as the
number of bits simultaneously transmitted per unit of time,
times the distance these bits travel. This bandwidth-désta
definition of TC is slightly different than the one typically
used in the literature, which considers end-to-end flows as
opposed to single-hop transmissions. However, both digsti
are directly related and asymptotically equivaferithe TC
defined above is much simpler to compute and provides a very
good indicator of a network’s ability to satisfy the upperdés
communication requirements when the exact nature/pattdrn
these requirements are not known in advance. For example, if
the number of nodes I8 and the average source-destination
distance isL, then the per node end-to-end (i.e., multi-hop)
throughput is roughlyo (£<).

We start by providing an analytical framework to compute
TC. We then use this framework to determine whether pre-
viously reported behavior[15] (i.e., TC’s fast decay whba t
transmission range of the secondary nodes exceeds that of

Traditional rigid spectrum access rules are believed thbe the primary nodes) followed a fundamental limitation of OSA
main cause of the (apparent) spectrum scarcity problem. OBANETS, or was technology-dependent.
portunistic Spectrum Access (OSA) has recently emerged as &nitially we assume that the density of the secondary nodes
potential solution. Under OSA, nodes are allowed to acceséSaunbounded, and the control parameter is the secondary
particular frequency band as long as their transmissionstlo nodes’ transmission rangk. This setting is useful when
cause harmful interference to the primary (protected)susér designing topology-control algorithms. We consider three
that band.[1], [2]. OSA represents a new paradigm for Mobil@odulation modelsFull-rate, Semilineay and ShannonThe
Ad hoc NETworks (MANETS) and as such it challenges odrull-rate model is the closest to the one employed [15]. The
current understanding of MANET tradeoffs, behaviors, arnghannormodel corresponds to the theoretically best possible
scaling laws. Currently, there is a lack of fundamental itssumodulation (assuming infinite delays are tolerable). Beeni-

on OSA MANET'’s behavior.

linear model is in-between: it is practically implementable

In this paper we consider a scenario where two set of nodes

coexist in the same physical area: a networkiary nodes,
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1The term legacy MANET refers to a “classical” MANET where the
nodes are assigned exclusive access to the frequency wspeammd have
no limit — other than hardware limitations — on their transsion power.
Legacy MANETs are used as a benchmark against OSA MANETS, which
have additional transmission power constraint and thesefxhibit lower
performance. However, it should be kept in mind that OSA MANEcan
operate in spectrum bands whéegacy MANETSs simply cannot.

2The work in [3] shows that, for uniformly distributed netksr the main
limit on capacity is not the formation of hot-spots in the tegrof the network
but "the pervasive need for all nodes to share the channallyowith other
nodes.”



(and analytically tractable) and — within an order of mago date (e.g., [7]-[10]), have limited their focus to pautar
nitude — tracks the performance of t&dannormodel. Our algorithms, such as channel selection or MAC protocols.
results show that while the steep decay observed in the [15From the few works addressing system-wide issues for OSA
and theFull rate models are dominated by their modulatioMANETs (e.g., [11]-[15]), only our work in [15] reports
schemes’ inability to exploit opportunities with small N—  results on the OSA MANET’s capacity and its dependence on
and it is therefore technology dependent, — OSA MANET#$e secondary nodes’ transmission range. [15] observés tha
present two operating regions, regardless of the modulatithe capacity in an OSA MANET decays much faster than in
scheme being used. When the transmission rahgeo{ the legacyMANETs with respect to the transmission range, and
secondary nodes is small compared to the primary nodgs’ (therefore stresses the importance of a topology controluteod
the OSA MANET is in theinterference limitedegion, where for OSA MANETSs. However, the study in [15] is simulation-
TC varies slowly with respect té, (i.e., 7C = © li ), as based and its results are technology dependent, whichslimit

in legacy MANETs. However, when the transmission rangéhe scope of its applicability.

of the secondary nodes is larger than the primary nodes’In this paper, we present an analytical framework that
the OSA MANET is in thepolicy limited region. When in explains our results in [15], generalizes them, and showas th
the policy limitedregion, high data rate transmissions are nathile the observed steep decay of the TC is an artifact of the

possible, large processing gains (or equivalent) are mgedearticular technology used, the existence opdalicy-limited
2 region — where the TC decays faster thameigacyMANETSs

— is a fundamental property of OSA MANETS.

Ls

and theTC = © [ (%)) for the Full rate model, and

a—2
TC = © (li (ﬁ—’)) ) for the Semilinearand Shannon

models.

We then shift our attention to the topology design problem We study a MANET of secondary users coexisting with a
(e.g., dimensioning the network) where the control paramenetwork of primary users in a large flat argla The usable
is the (bounded) density (or equivalently, the number) épectrumiV is divided into M equal bandsfi, fo,-- -, fu,
secondary nodes. It is assumed that the secondary nodesaas# experiencing a background noigg. Each band is
the optimal (i.e., smallest) transmission range that kebps assigned to a class of primary users. That is, primary users
network connected([3], [16]). We observe that while wel stipf classm have protected usage rights over frequency band
have two operating regions, the same transition point, had tf,» and can freely transmit over this band. A secondary
same behavior in thaterference-limitedregion, the rate of user may access any band or combination thereof, as long
decay in thepolicy-limited region is faster than before —as the interference induced ovany primary node is below
e, TC = © (£ é_p “Y for the Semilinearand Shannon that node’s interference tolerangg. Thus, the effect of the
models. These resuits, showing the fundamental differerf¥§S€nce of a primary node in the vicinity of a secondary
between OSA andegacy MANETS, provide designers with node is to limit the transmlssmn power of the latter to a galu
great insight into the network’s tradeoffs. For exampleain = dependent on the distance between the secondary and
legacy MANET of N nodes we requir@N relay nodes to its closest primary node. Since the primary nodes’ position

double the TC. But in an OSA MANET operating in theis a random variable, so is the secondary nodes’ allowed
policy limited region (and assuming: — 4), the number transmission power. We denote fiy() the probability density

of relay nodes required is just32N (i.e., 10 times lower). function (pdf) of the secondary nodes’ allowed transmissio

Therefore, the use of relay nodes is much more attractive pver due to the primary network. To facilitate and ground

OSA MANETSs operating in theolicy limited region. the analysis we assume that:

The remainder of this paper is organized as follows. Thel) Single-user reception per-bandecondary nodes have
next section discusses the previous work. Section 11 Fl,msemuln-user communication capabilities that allow them to
our framework to compute the TC for an OSA MANETSimultaneously decode — at each band — the transmissions
Section IV applies the framework to three broad classes §pm the primary nodésas well as one (and only one) of the
modulation schemes, for the unbounded density case. SEgnsmissions from the secondary nodes. Signals from other

tion V extends the previous analysis for the case of boundégcondary nodes are treated as noise. Thus, secondary nodes
density. Finally, Section VI summarizes our results. can resolve interference from primary nodes, and simultane

ously decode multiple packets from different secondaryesod

IIl. A FRAMEWORK TO COMPUTETC

II. RELATED WORK

Since the seminal work in [3], the TC féegacyMANETS 3This assumption may be too optimistic since it may not be iptesso

has been the subject of much study (e.g. [4] [5]) Theg%solve the primary node’ signals in all the situations. hrtigular, weak
' ! rimary signals may not be distinguishable from noise. Hamein those

results, however, are not directly applipable o OSA MANE_Tgituations the secondary signals’ will be the main contdbuo interference
OSA MANETs have been the subject of recent attentioso that our ignoring the primary signals when computingrfetence will have

In 2002. DARPA launched its XG program with the goal tdttle impact. Similarly, we are assuming that perfect restouction/removal
’ ’ imary signals is possible, while in practice a small amtoof residual

develop both the enabli hnologies and Ty
evelop both the enabling technologies a_n system CONCERLSy is unavoidable. We ignore these issues to obtain adtieal technology-
for OSA[6]. However, most works addressing OSA MANET $dependent (tight) upper bound.



as long as these packets arrive over different (orthogonal)g) Spatial reuse:A node may reuse a band used by other
frequency bands. nodes in its network, as long as its distance to any other
Note that the main difference between primary and sewsede currently transmitting or receiving is greater than a
ondary nodes’ signals is that the former typically have wetlonfigurable minimum distance referred to asspatial reuse
known, predictable waveforms and MAC timing (e.g., a GSMistance(r). For secondary nodespatial reuse distance is
base station), while the latter may continuously change, (i.a controllable parameter. For primary nodes, we assume that
morph) their waveform and MAC timing to adapt to currentheir spatial reuse distaneg is fixed and equal to the nodes’
opportunities and traffic loads (OSA MANETSs). Thus, syncarrier sensing range, ien, = 9,?1,,.

chronization and multi-user reception are more easily donegq, a given value of, the expected number of simultaneous
with primary node’s signals than with the highly dynamig.gnsmitters Wactive) in @ network of aread is equal to
signals from secondary nodes. Nactive = 2Lz, While in generalh, depends on, it varies
2) Frequency bands’ independencBach frequency band gowly (e.g.,k. just doubles when varies from0 to infinity),
can be independently accessed by each secondary node. g,q therefore we consider it to be fixed and equat,joand
This implies that the same secondary node can transmit ip, 8oy primary and secondary nodes, respectively.
frequency band while it is receiving a packet in another./hi \yhile imposing a minimum distance from a transmitter to
this is hard to achieve with today’s hardware — the high powgg,y; receiver is obvious and mandatory (to limit the amount of
from the transmission circuitry spills over (as noise) ithe ipterference a single transmitter may induce into a recgive
reception circuitry — this assumption is made to allow for fnposing a minimum distance to other transmitters is nois Th
simple, tractable model that within reason approximat@s thinimum distance is required to limit the number of closely
TC. Besides, we can always rearrange the set of transmitigfsateq transmitters, and so to prevent that their combined
and receivers to obtain another set with similar total TCn&heyg3nsmission power adds up to a huge interference level at
the same node does not transmit and receive at the same tijigjose-py receiver. However, it should be noted that this is

3) Physical layer modelThe power attenuation between &4t the only way to control the cumulative interference.sThi
transmitteri and a receivey is a polynomial function of their ,athod was chosen due to its simplicity (i.e., it is basjcall

Euclidean distancel;;. Specifically, when node transmits  capier sensing and because it allows for a quick derivation

with power P, node; receives a signal of po""en%’ Where  f the number of simultaneous transmitters. Further, itsdoe
a > 2 is referred to as thpathloss exponerit not result in loss of generality, since its effect in the geal

Note thatx is a constant that takes into account the carri¢s to relate the interference level & © (T%)) to the number
signal’'s wavelength, and the antenna gain. Since the usablesimultaneous transmittersV(i.;;o. = © (%)) in a fairly
spectrumW is typ_ically narrow compared Wi.th its Centergeneral and sensible way (i.d.= © (NAXW)% P).
frequency, the carrier wavelgngths corresponding to “’.‘“*’a Table | summarizes the notation used for the key quantities.
f1, fa,- -, far are all very similar and can be approxmategt

ith indl lue. Th de’ " dt nless explicitly stated otherwise, a subscriptindicates
with a singie value. The nodes antennas are assumed 10 %{uantity associated with the primary nodes. Similarly, a

azimuthally isotropic, and therefore their gain is the sany bscripts, or no subscript, indicates a quantity associated

”? a_ltl dwegtlons. TZISI assut:nptlon_lls mtadz fgrtsmpllcnydagv\([ith the secondary nodes. A superscript typically refergheo
clarity, and our modet can be easlly extended to accommo gy%tem or modulation scheme being analyzed.
directional antennas, with little impact on our results.

. o . Table Il shows the default values used in our numerical
4) Primary nodes:Primary nodes of class are uniformly .
7 ; . : . _examples. It should be noted that the tef®” (bits-meter
distributed in areal with a densitys,, and have a transmission T

A P
rangel,. These nodes have a target Signal-to-Noise Rat?gr second) typlgally has a large value .and therefore we use
. . ) it"as our normalization constant. That is, the values of TC
(SNR) of 4, that is, for nodes at a distanég the received

signal strength must be at leastro. shown in our plots are normalized with respectﬁ&&i (which

5) Secondary nodesSecondary nodes are also uniforml;'/S \(/e\;quwalent to se(;tlntg t:'? value toin Tlable ). ion for the TC
distributed in the aread with a densityo; and have a ¢ are how ready 1o detineé a general expression for Ine

transmission rangk. The rest of the parameters of secondagS a f”'?C“O” of the setfondary nodes’ transmission range
nodes are dynamically adjusted to optimize the network’'s T nd their allowed power's pdfp(P).

For simplicity, we assume that there is no physical limifati A Transport Capacity

on the transmission power.

For a given transmission rangé,)( transmission power
4We consider values of strictly greater thar2 since for large networks, (P), and spatial reuse distance), the transport capacity
a value ofa = 2 is not realistic, and results in a cumulative interferencgyf an OSA MANET over one frequency baﬂwf(ls’ P, 7-)

that doesn’t converge to a bounded value but continuousheases with the Lo .
network area. Also, technically the above expression igwaihly for d;; can be computed by multiplying the number of simultaneous

greater than a frequency-specific reference distancexandwe relax these transmitters NActive = %)' the transmission raté, and
constraints for simplicity in the analysis, and becausg tiave no impact in the distance traversed by each transmission:
our results for practical scenarios — where both the trassion distances

as well as the resulting optimal spatial reuse distanceswittén the valid AhsR(7)ls
w2

(1)

region of the above pathloss expression. TCf(ZSa P, T)



A Network area
w Usable spectrum a |l A }/V B | by | hs | 6, | 65
M Number of frequency bands S
N : Number of nodes
Nactive - Number of nodes transmitting at the same time 4 1 1 1 1 16 | 16 |
o : Density TABLE Il
gActive - Density of nodes transmitting at the same time DEFAULT VALUES USED IN THE NUMERICAL EXAMPLES.
«a : Pathloss exponent
K Propagation model's constant
0 Background noise per band that is, the cumulative interference is related to the singler
Np Primary nodes’ interference tolerance . f b f Replaci 4)in (2
Ipri Cumulative interference a primary node experiences ~ Nter erence by a constant factor. Replacing (4) in (2) and (
due to the transmissions from secondary nodes we obtain:
Isee : Cumulative interference a secondary node experiences P/ra
due to the transmissions from secondary nodes Ahg I Py (l_)
l Transmission range ch(lm P, 7') = p— 2h, P |, [T\« (5)
T Spatial reuse distance a—2 Py + (E)
h Constant relatingd, =, and gActive e . - .
¥ : Signal-to-Interference-plus-Noise Ratio (SINR) Wher_ePo =k ZS, Mo 1S the tra.msmlssmn pow_er at _WhICh t,he
R(7) : Modulation-dependent Rate-to-SINR function receiver (at a distanck) receives the transmitter signal with
?D : ;argetdSNR oo ¢ o a power equal to the background noise.
: econdary nodes’ transmission power : : P
() : Probability density function of the secondary nodes . Fora Q'Ve” maximum allowed trar?smlssmn powTerthere
allowed transmission power is an optimal value of,,; that maximizesI'C(ls, P, 7). The
TCy : Per-band Transport Capacity functionT'C/ (s, P) = TCy(ls, P, Topt) is Strictly nondecreas-
TC : Total Transport Capacity ing, and can be written as:
TABLE | a
KEY PARAMETERS AND THEIR NOTATION P [ Topt
Ahsls P ls
ch(lsvp) = D) R o] (6)
ﬂ-TOpt 2hs P + (Topt)
where R() is the rate-to-SINR function determined by the a=2 P Ls
modulation scheme used, andis the Signal to Interference  Now, equation (6) characterize the TC when all the nodes
plus Noise RatidSINR), that is, can transmit at the same power. However, in an OSA MANET
P different nodes have different allowed transmission pewer
yo= e (2) determined by their distance to their closest primary node.
Mo + Isec To account for these different transmission powers, we use

where the numerator corresponds to the transmitter sgyndhie observation that much of a node’s contribution to thal tot
power level at the receivery is the background noise overTC is local, through its transmission rate and footprinaésg

the bandf, andIs.. is the cumulative interference of all thereuse area). Thus, we can say that the TC contribution of a
other secondary nodes. To compliiitg., we use the fact that noden; with maximum transmit poweP; over a bandf is

the nodes are uniformly distributed in the aré@nd that there equal tox-TCy(L,, P;). Then, adding over all the nodes and
are no other transmitters (i.e., interferers) within awadi of all the bands:

the receiver (restricted are®d). We further assume that the

interferers (i.e. the otheN 4.4, — 1 Simultaneous transmit- N
ters) are also uniformly distributed outside the restdcaeea E{TC(l,)} = E Z Z ich(ZS’ P)
A—TR, with a densitygctive = Nasiee S Therefore, the =g\
expected interference can be written as:
R — M [ feP)TCs 0P AP (1)
Isce = / — ot 44 ©)
A-R KT where fp(.) is the pdf of the secondary nodesllowed

The first element represents the interference induced by drgnsmission power

transmitter at a distance from the receiver, and the second In the next subsections we describe the modulation schemes
term represents the expected number of such transmittétsidied in this paper (i.e., defining(v)), and provide an

By taking into account that forr > 2 the values at the expression forfp(.), which completes our framework.
boundary of A become negligible, the above expression a8 Modulation schemes

be approximated by extending to infinity, resulting in: . )
In this paper we study the three modulation schemes shown

oh. P in Figure 1:Full rate, Semilineay and Shannon
Isee ™ [20L Lo 2mrdr = 52 — 4) Under theFull rate model, a rate ofV//M (i.e., bandwidth
@ RT efficiency of1) is achievedf and only ifthe SINR is greater
SStrictly speaking, the spatial reuse rules impose a cdivelzbetween than a threshold valug, typically between 9-15 dB. That is,

active nodes location — i.e., they cannot be less thameters apart, — If 9
however, it is still reasonable to assume that the expeocteaber ofactive RET (y) = { 0 7 < (8)

nodes in an areal’ s.t. 772 << A’ << A ber gictive, % If v>6




Rate (a) Full rate model

P C. OSA allowed transmission power

Under OSA policy, a secondary node can transmit with
power P over a bandf as long as its distanceto the closest
activé® primary node (of the class corresponding to the band
f) is large enough so that the interference it induces over the
6 SNIR(T) primary node is below,.” In other words, a secondary node
Rate 4 (b) Semilinear model can transmit at poweP as long as there are no primary nodes

in an exclusion areaA.,. of radiusr, = (%) .
. P
Let oz‘j‘cme represent the density @fctive primary nodes,
which may be much smaller thar),, the density of deployed
p SNR(D) primary nodes. As explained before in our spatial reuse

(c) Shannon model discussion, at any given time at moéﬁ—g primary nodes

P

Rate 1 .
can be receiving a packet. Sineg = 6 [, it follows that

Active __ h i
'\I\logz(1+ i o, = L, where we are assuming the worst-case

w20

scenario, thatpis,pthe maximum number of active primary sode
SNIR(7) are present. This is equivalent to saying that the primary
Fig. 1. Transmission rate as a function of the Signal-tetfierence-plus- _network IS. fully de_ployed (ie., pnma_ry Sl.gnals a.'re presen
Noise Ratio (SINR) for the modulation schemes studied ia faper. In every smgle p0|nt). OSA access is still pOSSIble due to

underlayingtechniques (see [1] and [15]).
Note that theFull rate model’s discontinuous behavior does Assuming that the set of active primary nodes are uniformly
not originate from any Bit Error Rate (BER) curve — wherdlistributed in the network area, the probability that thexma
the probability of error varies continuously with the SINR —imum allowed transmission powef,, is at leastP is equal
but the discontinuity is due to the design decision of onipgs to the probability that there is no active primary node iesid
thosegood opportunities where the policy-allowed power ighe exclusion areaA.... Since for A.,. << A, the number
strong enough to close the link at the desired rate and erfdrnodes inside the ared.,. (denoted byN,(Ac;.)) has
probability. a Poisson distribution of meam;j‘cmeAemC then the above
The Semilinearmodulation model is an improvement oveiProbability becomes:

the Full rate model in which opportunities with an allowed

.. . m > - exc) —
transmission power lower than the minimum needed to close PriPm z P} Pr{jffgff ) ) =0} (11)
the link at full rate are not discarded, but rather exploited = e %% (12)
at a lower rate. Its rate-to-SINR function is: _  —qP%
= e (13)
IW iy <
RS(y) = o M 7 (9) where ¢ = W The pdf of the maximum al-
= K Mp
Wofy>6 lowed powerfpp(P) is found by taking the derivative of
M N — Pr{P,, > P}, which results in:
An example of a modulation scheme that accomplishes the m=-r '
RS function, is the family of Quadrature Phase Shift Keying 9 —aPa
(QPSK) Direct Sequence Spread Spectrum (DSSS) signals, fr(P) = o e (14)
where different processing gain values result in diffepaints ) ) P ]
in the “linear” region of RS Replacing (14) in (7) completely defines the TC for each

The Semilinearmodel has the apparent shortcoming of ndfodulation scheme.
exploiting large values ofy to obtain higher transmission
rates. To assess the impact of having a bounded transmission

rate, we included th&hannormmodel — with its unbounded In this section we study the TC of an OSA MANET when
transmission rate — in our study. the density of the secondary nodes) is assumed to be

The Shannonmodulation model represents the maximum _ _ _

. . .. .. °OSA nodes can take advantage of silent periods on the primages’
rate achieved by a smgle-user communication system. Wh C. Thus, the fundamental limit is not the presence of a pryymode, but
no modulation/coding scheme is known to achieve such value fact that the primary node is active (i.e., receivingjhig instant.
it is theoretically achievable, and therefore it represehe "This model addresses the interference due to a single titi@sniow-

_ever, several transmitters may result in a higher combiméerference. As
upper bound on the performance of any system. The ratei ggested in [15] a margin can be added to account for thisekter, this

SINR function in this system is the well-known Shannon’sargin depends on thepatial reuse distancér) of the secondary nodes,
capacity formula: and thus the maximum transmission power of a secondary rsotitedi to the
secondary network’s choice of spatial reuse distance. iFglisity we ignore
Sh w this dependence for the time being, but it can be shown — sein8¢e/1l in
R>(y) = M logy (1 +7) (10) [17], — that this simplification has little effect on the gityalof our results.

IV. INFINITE DENSITY
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infinite (unbounded), and therefore there is no limit on how ‘
small the spatial reuse distaneg €an be. Such an analysis is ¢, L (legacy)
useful to understand the tradeoffs when designing a togolog — ;“""];:te
control algorithm. Our study covers the three modulation

schemes described in Section IlI-B. Since 8fsannommodel
represents the best possible performance, our coverade of t
design space is very comprehensive.

Transport Capacity for "Full-rate” Model @ = 4)
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A. Full-rate model

For a given value ofP, the optimal spatial reuse distance
Topt 1S the smallest value of such that the SINR is greater
or equal tof. By replacing (2) and (4) in the equation= 6
and then solving for- we obtain:

25,0 P 1/ 10° 10" 10° 10 10
Fr S LJ/L
= ls 15 s'tp
Tort |:(O‘_2) (P_HPO):| ( )

where Py = k1%, as before. is the transmission power |evé-'lig. 2. Transport Capacity versus Transmission Range ferFil rate
.8 T . . . model. There are two operating regions.
that results in the transmitter’'s signal reaching its aesibn

Wlth a rleceiwe power equal _to thg bacl;%roudnd norg%ﬁ. IS thg Ithat UB is a tight bound for thd-ull rate model, while LB
optimal value since increasingabover, ; reduces the spatia is quite close to th&implemodel.

reusel Wlthogéaré.m(.:lre?se 'g th.e traglslmlsmg[l rate,ltregultl We conclude that under theull rate model, TC presents
In-a lower - Similarly, reducing: below 7,,, results in regions: aninterference limitedregion where the system

an increasel OESEC’ a dgcrgase of thed S!;\“:; be'o.“’ and Ferforms similarly to théegacyMANETS, and golicy limited
consequently the transm|P§S|pn rate (ar! TC) dropping to. 7 egion where the TC falls steeply when the transmissioneang
It should be noted that, ; is only defined wher® > 61%.

e ) is increased. The transition from one region into the otker i
WhenP < 0P, itis impossible to get a SINR aboveand the _ ) ¢ o\ %
TC (as a function of the transmission power) is zero. Reptacifast, and around the point whe&e = (Z—ﬁ vp) -
the value ofrr” in (6) we obtain

Normalized Transport Capacity

-
O‘

=
o
L
T

opt B. Semilinear model
2
TCFR(,, P) = K, 1_ 0P\~ (16) For a given value ofP, the optimal spatial reuse distance
foue - MeE I, P Topt 1S the minimum value of two quantities, that is :
a=2 Sl _ .

where K = AW (“T*Q)% Applying (14) and (16) into Topt = mm{ﬁ(P)’TQl(lj)}
(7) we obtain the TC as a function of the transmission range. n(P) = [ihjg P_IZPO} ls
Figure 2 shows an example of the TC for the parameters shown ph\ 1
in Table Il. For reference, both thiegacy system (i.e., no n(P) = (P_o) s

limit in transmission power) and th8implesystem (i.e., the Where 7 (P) is the value ofr that makes the SINR to be
one used in [15]) are shown. We_can see that we have "Wlual to6. 72(P) is the optimalr for an auxiliary system
regions, and that thBull rate and Simplesystems have very obtained by modifying?S'(+) in Eq.(9), to extend its linear

similar behavior. . ST ” W ; .
S . region to infinite, that isR** () = 1777- Applying R*** in
To get a better insight into thEull rate system behavior, ) results in a'C'#"(1,, P, 7) function that isconcave down

closed-form _expressions_ fpr an upper (UB) and a lower bou h respect tor and has a global maximum &t. = is easily
(LB) are derived, by noticing that computed by taking'C'¢“* (s, P, ) first derivative, equating

2 2
2\ @ 0 0P\ « it to zero, and solving for-.
(-) U<P— @ 2P0> < (1—?0) <U(P - 0PR) g

o It can be easily seen that when> 7 (P), the SINR region
. o . is in the “flat” region of RS!(y) (see Eq. (9)) and the TC
where U(x) is the Sgtep function, i.el/(z) = 1 iff z > 0. decreases with, i.e., TO(ZS,(P,)ﬁ(P)) > TC(ls, P,T) for
Replacing(1 — %)™ in (16) by the above expressions, Wesvery r > 7(P). Whenr € [0,7;(P)], the SINR is in the
obtain the following lower (LB) and upper (UP) bounds: jinear region ofRS!(), and the TC of th&emilineamodel is

LB B 2 V2 Ks(k) the same as the one from the auxiliary sys@at:““ (s, P, 7),
(Is) = (ﬂ) T € ;’ . that is, it is concave dowrnwith a global maximum — if
UB(l,) = 9*%6(_: e_KG(ﬁ) reached — at(P). Therefore, ifry(P) < 7 (P), the point

N TC?'(Is, P,m2(P)) = TCF' (s, P, 7) for everyr € [0, 71(P)],
where K, was defined beforeks = h, (L il i) * and and in particularTC{'(ls, P, 72(P)) > TCF'(ls, P, m1(P)),

a—2 0
2 G and sincel'C7'(ls, P, 1 (P)) > TC{'(l5, P, 7) for everyr >

K¢ =h, (:’7—0 %) . From the numerical results we observed, (P) we conclude thaTC]?l(ls, P, 75(P)) is the maximum

D



value of TC and therefore;, = 7»(P). On the other hand, 1g7 1 ansport Capacity for"Semiinear” Model € = 4)
when o(P) > 71(P), we can see that for < 7(P) (the ¢, L (legacy)
linear region)TCfl(ls,P, 7) is monotonically increasing and 10
therefore it peaks at the upper limit of the linear regiomtth .
is, it peaks atr; (P). Since forr > 7 (P) (theflat region) TC i
decreases with respect tan follows thatT’C?!(l, P, 71 (P))
is the maximum value of TC and thereforg!, = 7, (P).

From the above, we have two operation regions, with a
transition point atP,, the point wherer; (P,) = 72(FPs), that
is, P, = -%50F,, whereF,, as defined before, By = xIgno.

Sl
Topt 1S then ol

Semilinear
-3
c, LS

=

o
©
-

R

ot
3 L
.

-
ot

Normalized Transport Capacity
=
o

1
(ﬂ) “ 1, If P<-20PR, t t
s « 10 107 10 10 10
Topt = 1 (17) tte
2h.0 P o
K a—2) (P—GPO)} ls P> a(iQePO Fig. 3. Transport Capacity versus Transmission Range ®iSgmilinear

q CSl( ) b model. There are two operating regions.
And T ls, P) can be written as:
f 89

a=2 earlier in Table Il. For reference, the TC leigacyMANETSs
TR (,%) If P < %0P as well as the curve,l;? are also shown. It can be seen
TCfl(ls,P) = (18) that under theSemilinearmodel there are still two operating

regions and a point of quick transition. Fét << 1 the
system — as before — behaves Ilkde@acyMANET with
Where K, was defined before anif, — AW a= gh TC = @( When = >> 1 the system transitions to a

It is interesting to note that for small values Bf(i.e., P < Policy- limited region, where TC's rate of decay with respect
— ™, and /g, = 2770 to I is greater § in our example and, as it will be shown

That is. whenP is small, the optlmal strategy is to reduce'mmed'ately nextp — 1 in general). This significantly differs
rom the results obtained with theull rate model, where the
the spatial reuse distance to the point where the interfere

is constant and thus SINR varies linearly with(smaller P Zri:::Lsste%Fg?l V‘g:?{):‘:ﬁ;ﬁi t(SJS tl_hr?art? gl':ttsotnofgr trllftu gttrc?ztai
smaller SINRY TheFull rate model (previous section) fails to Y poor p IS 1S Inabiiity xplol

exploit low values of SINR and therefore results in reallgba W'th small SINR, a technological — rather than fundamental

performance for small values @f. For large values oP (i.e., — limitation. -
To better understariiC~* behavior, we derive some closed-

2
K 0P\ o [e%
Me%ls (1— 250 If P> _20P,

P > P), 7, increases slowly, converging 2h 9 “l,as form approximations. By Iooklng at the second integral if1)(1
P approaches infinity. Thus, wheR is Iarge the optimal we notice that(l B 1/1;0) " varies from(2/a)?/* to 1 when
strategy is to keep the spatial reuse distance boundeddet t

2
receive power and interference grow (even to infinity), angvaries fromy, to +oc. Thus, there exists an € [(2)* ,1]

have the SINR converge to a constant value. 400 /2P, 2 yag .
By replacing (14) and (18) in (7) and after introducing guch thatf (1 -y ) ey = a f ety =

variabley = ¢P2/*, we foundT'C! to be: e1e” Y2, and thereford’CS! can be written as:
a—2
ror = (1) [y 0% - B () [y B
als s 0 s
K1 Foo q% PO o B (20)
+E/ (1 Tz ) e”¥dy (19) we then consider two cases
0z as 1) = < {%2%%} hl/ . In this caseys is small.
where K; = (Zﬁhl ) ’ (%p) ", and y» = Similaras before, fog € [0,y ]We havee %2 <e ¥ <1, and
( o m 0\ ()2 - there exists anm, € [e~¥2, 1] such that/;” ylo- 2)/26_ydy =
az2my Oy v @ Jyle=22dy = 222,0/? Replacing in (20) we obtain:

Eq. (19) can be evaluated numerically. As an exampl

Figure 3 plotsT’CS! computed using the parameters shown 1

1.\ 2
TCS! ~ [KQKSEQ (z_> +Kleley2] ey (21)
. 2

S

8Note thatroy: is, in this regime, also proportional to the carrier sensing
range. Also, note that this strategy assumes thed@n be reduced as needed,
and there will be secondary nodes close enough to exploispagial reuse \where Kg = _2_ (”P)a§4 (i)% h,. It can be seen that
(unbounded density). In the next section we study the casm e density a=2 ‘?P P .
is bounded. for small I,, the term (1—6)2 is small compared withe=¥2




and the second term dominates equation (21), T€Y! ~
Kage = L, which |s®( for small values of,, (sinceys

rapidly approachee ange Y2 rapidly approaches).
1 a=21p Op | _1_
2) 7, [__ } h

R 11)/2' In this caseys is large, and
we can approxmat#y “FeVdy ~ j

yaTizefydy =

I'(%). Wherel'(z) is the well known Gamma function. Also,

s )2
the terme=¥2 = e_KQ(E) vanishes much faster than the

others and thus we can write:
KyK.TI' (%)
92

1

TOSZ
ls

l_p a—2
ls
a—1
And, as we can see, for lardg the TCS! = © <(li) >

C. Shannon Model
TC?"(ls, P,7) can be found by replacing (10) in (5):

Ay, W E(E)
TC{M1s, P7) = ———=——log fols
! mlog(2)72 M QQESQPL; +(£)°

wherelog(z) is the natural logarithm of.

Optimal transport capa(:|ty as a function of transmit power
T T

- Full- rate model
Semilinear model
— - — - Shannon model

©

[N
o

Normalized Transport Capacity
=
o

.
10 10

Fig. 4. Transport Capacity versus allowed transmissiongodar the three
modulation schemes. Density is assumed infinite.

systems present a similar behavior: when allowed power is
small, their spatial reuse distance is reduced, so that the
interference remains constant. As power increases, tht@bkpa
reuse distance converges to a constant value and even as

The optimal value OfTopt is found by setting the derivative power approaches infinity, the SINR remains bounded. This

" — 1, 7., wherer, is the solution

) -0

(23)
2he . While (23) can be solved

of TCy equal to zeror,
to the equation:

OP

{0}

Ty
at® +0b

(0%
ba T

[(a+ 1)1 + b][aTe + b

— 2log <1 +

wherea = £ andb =

was obvious for th&emilinearmodel, whoseR*!(v) presents

a flat region (see Figure 1b) above which it makes no sense
to increase the SINR, but this is not so obvious for the
Shannorsystem, where th&>" () keeps growing to infinity
with ~. The reason theShannonsystem behaves like the
Semilinearis that R°"(v) rate of increase for large values
of ~ is very slow, and therefore it is outweighed by the

numerically, we derive some approximate expressions to gaiecrease in spatial reuse needed to increas&hus, it is

some insights into the system’s behavior.
() WhenP << Py, aislarge andog(1+z) =~ z. Replacing
1 1

H H ~ |a=2_b Phg
in (23) we obtainr, ~ | 5= P

(i) When P >> Py, a is small and the termgr® can be
ignored, resulting in an equation that does not dependon

Thus, 7, =~ 2217;

Tlog(1+7) =

a @

. , Where~,, is the root of the equation
. It should be noted that,, is the optimal

not efficient to operate a network at large values of SINR

It should be noted that the slow slope Bf~y) for ~ large is

a fundamental property of communication systems, based on

Shannon’s capacity formula, and therefore it is applicable

anymodulation scheme, not just the ones studied in this paper.
To show the similarity between ti&emilinearandShannon

models, Figure 4 plot¥'C(I,, P) (i.e., TC as a function oP,

for a givenl) for the three modulation schemes considered in

SINR when there is no limit in the transmission power, i.dhis paper. It can be seen that the behaviors ofSamilinear

it is the value the optimal SINR tends to whéhgrows to
infinity, and only depends on (e.9.,Ya=4 = 3.9220).
Combining (i) and (i), 7> Opt can be approximated by:

1
Phg «
St (#i) e TE==B
op =
(Z5ra)" 1 1 P>> Ry
And, by applying (24) in (6) we obtain:
a—2
K. P «
. T og (3T (Fo) If P<< Py
TC{" (I, P) =~ (25)
Mﬁ If P>> Py

r2/* Mlog(2) !

and Shannonschemes are very similar in both operating
regions (low power and high power). Basically they only eliff
by two constant factorsf;, = % in the low power region,
2
and fy, = “log, (1 4 74) in the high power region.
Solving (23) and replacing in (7) we can compute
TCS"(1,), the TC for theShannorsystem. For example, Fig-
ure 5 plotsT’C*"(l,) computed using the parameters shown
earlier in Table Il § is not needed). For reference, the TC of
legacy MANETSs as well as the curvegl 3 are also shown.
As expected from the discussion above, Blgannonmodel
behavior is basically the same as tBemilineamodel’s. The
slope in thepolicy-limited region is determined by the slope
of TC?"(ls, P) for P small. Since for small values oP

Comparing (24)-(25) with (17)-(18) we note a great smbothTCfl(ls,P) andTC¢" (1, P) have the same slope, then

ilarity between theSemilinearand Shannonsystems. Both

both systems will have the same behavior in plodicy-limited
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Fig. 5. Transport Capacity versus Transmission Range ferSthannon

model. There are two operating regions.

10°

Transport Capacity for unbounded density (@ = 4)

want to determine the impact of the density of the secondary
nodes in their TC.

Here we assume that the secondary nodes optimally adjust
their transmission rangg, setting it to the minimum value
that keeps the network connected (see [3] and [16]). That is,
l, is set to a value similar to the minimum distance between
neighboring nodes. Since there is a one-to-one mapping be-
tween the density of the secondary nodgsand this optimal
transmission rangé,, and in order to directly apply our
framework, we will refer tol, as our control variable, but
it should be kept in mind thal, is not a free variable but it
is determined by,.

Since it was already established that both Semilinear
and Shannommodels result in the same asymptotic behavior,
we will only focus on theSemilinearmodel in this section.
The Semilinearmodel is preferred since it provides easier to
understand closed-form expressions, providing bettéglins

With this setup, the framework developed in Section Ill is

- P — still valid, with the only difference that the domain of the
ol Tee L T Semilinear modellé | variabler (spatial reuse distance) is restricted to the interval
S~ [ls, +00], sincel; is the minimum distance between secondary
Tl A nodes. Thus, equation (17) needs to be modified as follows:
§ N Sib
s 107 \ 7—opt -
£ " ls If p<fo
% 107 \ 1 s
N A Phg \ @ P,
Té 10_3 \\ (To) ls If h_i) S P S ﬁepo (26)
S 3 \ 1
z . 2h.0 p o
107} \\ [(Q_Q) (P_QPO)} ZS I P> ﬁ@Pg
N Applying (26), TC(ls, P) is computed as:
10" 10* Ll?ll 10 10° TC}‘?l,b (187 P) _
i - . AWh, P If P< Py
Fig. 6. Transport Capacity versus Transmission Range fer ttiree MmOl p0+( hs )p — hs
modulation schemes studied. Density is assumed infinite. as? 9
K. P\ o P, 7
| _ e 2 (F) If &< p< 2 9p, (7)
region. That is, wher, >> [, thenTC(l;) = © (ZS ) K 0P 2 o
) ) : : - L (1-%)" If P> _20P,
Finally, Figure 6 summarizes this section’s results, com- M=, @

paring TC(ls) — i.e,, TC as a function of the transmission By replacing (14) and (27) in (7) we obtain the TC as the
rangel; of the secondary nodes — for the three modulatiosum of three integrals, one for each interval in (27):

schemes studied. We can see that while the existence of two

operating regions is common to all of them and it is due 7Sk

to a fundamental property of OSA MANETS, the fast decay
observed in [15] and thull rate model is not fundamental but
due to to shortcomings of that particular modulation scheme
Furthermore, we can see that tiSemilinearmodel tracks
the Shannormodel’s behavior (within a multiplicative factor).
Therefore, without loss of generality, in the remainderto$ t
paper we will focus on th&emilinearmodel — which is more

that the results obtained are general.

e Ydy +

w2

Ko /yl y?

bs oyt + gy
KoKy (1,\*72 [¥2 o

+ 237(1—10) / yTze*ydy—i—
eals S Y1

2
K Foo TP\
+ 21/ (1—(1230) e Ydy (28)
0als Jy, Yz

2
o

. . . 2
amenable for closed-form solutions, — with the underslra;@dlWherey1 — Ko 5_2‘ ,and Ky = hy, hszan

V. FINITE DENSITY

Figure 7 shows the TC as a function of transmission range
(i.e., tied to the nodes’ density) for the parameters shawn i
Table 1l. For comparison, we also plot the TC obtained by a

In this section, we shift our attention to thepology design legacynode (i.e., no restriction on transmission power) and
problem where the control parameter is the finite density (the curvec;l;® to which TC converges for large values lpf
similarly, the number of the secondary nodes present). &mall values of density). It can be seen that once again we



10 Transport Carfacity for bounded ‘density (Semilinea‘r model, a = 4) Vl . SU MMARY

\ ¢, Lg" (legacy) In this paper we study the TC's dependence on the trans-
0 ¢ ' Bounged densiy mission range for an OSA MANET. We provide an analytical
' framework and derive closed-form expressions for TC.

\ Our results show that, regardless of the modulation scheme
10t] ] used, OSA MANETSs present two operating regions, depending
on the relationship between the transmission range of the
107 . 1 primary and secondary nodels, @ndi,, respectively). When
\ ls < I, the OSA MANET is in theinterference-limited

\ regime, where TC varies slowly as legacy MANETS, i.e.,
10L ] TC is ®<li . When [, > [, the OSA MANET is in

the policy- imited regime, where “full-rate” transmissions are

107 = o ot 0 not possible, high processing gains are required, and the

LS/ LP

Normalized Transport Capacity

TC decays faster than expecte@:((i) ) if density is

Fig. 7. Transport Capacity versus Transmission Range ferStmilineal ety . o
model. The transmission range is the smallest possibleevallowed by the unbounded, an® (E) if density is bounded, where

des’ density. i
nodes” density. « is the pathloss exponent.

have two operating regions, with the same transition point. These results help to understand the behavior of OSA-
However, TC's rate of decay with, is faster than before €nabled MANETSs, and can guide in the design of a network
(unbounded density). As we will see next, for large valud§-9-, number of nodes needed to cover an area) or developing

at1 If-optimizing algorith .g., topol trol).
of 1., TC in the bounded—densitycase@B((i) self-optimizing algorithms (e.g., topology control)

To understand TC'’s behavior, we note that whefi, small,

y1 is small and the last two integrals in (28) dominate the val§ A Zhao and B. M. Sadler, “Dynamic spectrum access: signacessing,
networking, and regulatory policyTo appear in IEEE Signal Processing

of TC%"?. These two integrals are almost identical to the ones wagazine vol. 24, no. 3, May 2007.
in (19) so it is not surprising that for smallj /l,, we obtain [2] BBN Technologies, “The XG vision, version 2.0,” Requéstr Comment

the same behavior as in the unbounded-density case. Hqwev r(RFC), accessible at http://www.ir.bbn.com/projectsefvision.html
P. Gupta and P. R. Kumar, “The capacity of wireless neksgrlIEEE

. . . . . 3
WhenZS/lp IS Iarge,yl IS Iarge' and the first 'megral dommateé Trans. in Information Theoryol. 46, no. 2, pp. 388—-404, Mar. 2000.
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