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Abstract— A novel framework is presented for the study of scalability pact of network size, traffic intensity and mobility on proto-
in ad hoc networks. Using this framework, the first asymptot'c analysis is COI performance are developed |n th|s paper Analyt|ca| results

provided with respect to network size, mobility, and traffic for each funda- .
mental class of ad hoc routing algorithms. Protocols studi@include the fol- are presented fora representative set of state-of-the-art proto-

lowing: Plain Flooding (PF), Standard Link State (SLS), Dyramic Source  COIS in the literature, including : no routing — Plain Flooding
Routing (DSR), Hierarchical Link State (HierLS), Zone Routing Protocol  (PF), proactive — Standard Link State (SLS), reactive — Dy-

(ZRP), and Hazy Sighted Link State (HSLS). It is shown that PFand ZRP ; ; i ; _
scale better with mobility, SLS and ZRP scale better with repect to traffic, hamic Source Routing (DSR) [7]' hybnd Zone Routing Pro

and HSLS scales better with respect to network size. The angdis provides t0COl (ZRP) [9], hierarchical — Hierarchical Link State (HierLS)
deeper understanding of the limits and trade-offs inherentin mobile ad  [8], and limited disemination — Hazy Sighted Link State (HSLS)
hoc network routing. Our analysis is complemented with a simlation ex- [11] techniques As such. the results provide researchers with
periment comparing HSLS and HierLS. An important contribut ion of this  :~ -’ d und : di ’f he limi d trade-offs inh .
paper is that HSLS is an scalable, easy-to-implement, alteative to hierar- Improved un erStan_ ing of t .e !m'ts and tra _e-o S inherentin
chical approaches for large ad hoc networks. ad hoc network routing. A significant result is that, under the
assumptions of this work, HSLS—uwhile being easier to imple-
ment — scales better than HierLS and ZRP with respect to net-
_ work size. This analytical result is validated with simulation

~ Routing protocols for ad hoc networks have been the sufnalysis comparing HSLS and HierLS. Thus, another important
ject of extensive research over the past several years. Recegfitribution of this work is to show that HSLS is an scalable,
practical applications such as intelligent sensor networks haw@re efficient alternative than hierarchical approaches for rout-
focused attention on understanding the issues and tradeoffgtfin large ad hoc networks.

network scalability. An important question that arisesughich  pegpite limited prior related theoretical work, there have been
routing protocol scales the b&stThe typical answer isit de-  notaple exceptions. In [4] analytical and simulation results are
pends Unfortunately, the networking community lacks a tenggiegrated in a study that provides valuable insight into compar-
for understanding the fundamental properties and limitations gfye protocol performance. However, it fails to deliver a final
ad hoc networks. Hence, a fundamental understandingaf  5ng1ytical result, deferring instead to simulation. Thus, it is dif-
scalability depends on, afwis currently lacking. ficult to fully understand the interactions among system param-
One reason for this shortcoming is a lack of sufficient researgfers. The present work closes this gap and provides an under-
aimed at general principles and analytical modeling. Scalabjlanding of the dynamic interaction among network parameters.
ity apd other per formange a§pects_ of ad hoc routing have beelﬁ?’he asymptotic capacity of a fixed wireless network was stud-
studied predominantly via simulations (e.g. [1], [2], [3]). Verjeq in [5]. however, it did not include routing overhead. In con-
sus theoretical analyses. Simulation results, although extremely; \efocuson total overheaddefined later), which includes
useful, are often limited in scope to specific scenarios. ThH‘Euting overhead. The impact of mobility on network capac-

they often fail to produce results that provide the depth of URy was studied in [6]. They showed that given no restriction

derstanding of the limitations of the protocols and their depegy memory size and arbitrarily long delays, mobility increases

dence on system parameters and environmental factors deljggork capacity. This research, however, focuses on practical
by researchers. The lack of much needed theoretical analyisnrios, wherein, delay cannot grow arbitrarily large and mo-
in this area is due, we bgheve, in part to the lack qf a comm%rﬂity reduces the network capacity (degrading performance).
platform to base theoretical comparisons on, and in part due tol'he remainder of this paper is organized as follows: In

th?l’ﬁit?trr):;i??(t)lérljeszfsﬂ:;ptrr?eblzr;v.elopment of principles aSgction—ll we characterize théofal overheadl metric and the

; : . Hetwork model used. Sections-1I1 - VIII present analysis of the
methodologies for the analysis and design of scalable routip mptotic performance of PF, SLS, DSR, HierLS, ZRP, and
strategies for ad hoc networks. Analytical models are developgd| o respectively Comparisor,1 of prbtocollperforménce i’s dis-
and results_ are presented that provide significant insight into %Wssed in Section-ix, focusing on HierLS and HSLS under large
afore_mt_ennoned depen_dency and the general performance ¢ fwork size and including simulation results. Finally, conclu-
acteristics of the mostimportant classes of ad hoc network rogts | - . presented in Section-X

ing algorithms. The theoretical models developed establish the
basis for an unbiased analysis and comparison of the relative

o . IHowever, it should be noted that HSLS requires more memanuy HierLS.
Scalablhty of several proposed routing protocols. As network size increases HSLS’s memory requirements megrbe the lim-

The first precise (asymptotic) expressions reflecting the ineng factor.

I. INTRODUCTION



Il. MODELING PRELIMINARIES expressions may be derived by following the same methodology

Ths section presents the model assumptions and definitiéﬁgforth in this paper.

loyed i lysis. " -
employed in our analysis B. Definitions: Total Overhead and Scalability
A. Network model B.1 Total Overhead

The following notation will be utilized in this paper: Let be Traditionally, the termoverheachas been used in relation to

the number of nodes in the networkbe the average m—degreethe control overheagthat is, the amount of bandwidth required

L be the average path length (in hops) over all source deSti?@bonstruct and maintain a route. However, as shown in [11],

ion pairs, ;; be the expected number of link status Chang%tsprotocol’scontrol overheadilone is not sufficient for assess-

that Z node dettects_ per secohéjb_e ttf;e ager?hge traffic rate tha'ing system performance, as it fails to account for the impact of
2 no fe generates in a seco? d(lt? ps) de © aVeragglnurg'sub-optimal routes. What is needed is a single metric that is
er of new sessions generated by a node per secondaind ., ¢, capture the routing protocol impact on network perfor-

be the average data packet size (in bits). This work uses ce. For bandwidth-constrained systems taha overhead

same set of assumptions, based on geographical reasoning, f’;ﬁ : : :
) : . i ducedin [11] and discussed below represents such a metric.
were presented and discussed in [11], [12], [14], [15], which ACrirst themEnirllum traffic loadof the ne?work must be de-

reproduced below for the sake of clarity. fined. as follows:
e« a.l. Asth twork size i , th in-d ' . . .
a S the network size increases, the average in-degree Definition 1: Theminimum traffic loadof a network, is the

remains constant. e : .
minimum amount of bandwidth required to forward packets over

o a.2. LetA be the area covered by thé nodes of the net- the shortest dist . ber of h h 1abl
work, ando = N/A be the network average density. Then e shortest distance (in number of hops) paths available, as-

the expected (average) number of nodes inside an Areis suming all the nodes have instantaneaugriori full topology

: information.
approximatelyo A;. o :
« a.3. The number of nodes that are at distandeafless hops The above definition is independent of the routing protocol
away from a source node increases (on averag@)dé?). The being employed, since it does not include the control overhead
number of nodes exactlyhops away increases @5 k) but assumes that all the nodes are providgatiori global in-
« a.4. The maximum and average paths (in hops) arﬁong nogggnation. It should be noted that it is possible that in fixed
in a connected subset afnodes both increase &(y/17). In networks a node is provided with static optimal routes, and
particular, the maximum path length across the entire netwdp€refore there is no bandwidth consumption aboventirg-

and the average path length across the netwbykrcrease as MUM traffic load On the other hand, in mobile scenarios this
O(VN) is hardly possible. Due to the unpredictability of the movement

a.5. The traffic that a node generates each secorah@), ) patterns and the topology they induce, even if static routes are
. o s)s . . s
is independent of the network si2é (number of destinations). provided so that no control packets are needed, it is extremely

As the network size increases, the total amount of data transrHfilikely that the static routes so forced remain being the optimal

ted/received by a single node remains constant, but the num®&¢S during the entire network lifetime. Thus,_smce sub-optimal
of destinations increases (traffic diversity will increase). routes are present, the actual network bandwidth usage would be

. a.6. For a given source node, all possible destinatiohs (1 greater that theninimum traffic loadvalue. This motivates the

nodes) are equiprobable. The traffic from one node to a giv@rlllowing definition of a routing protocdbtal overhead

destination decreases @g1/N). Definition 2: Thetotal overheadnduced by a routing proto-
. a.7. Link status changes are due to mobility, is directly col is the difference between the total amount of bandwidth ac-
proportional to the relative node speed. tually consumed by the network running such routing protocol

. a.8. Mobility models : time scaling. Lef,(z,y) be the minus theminimum traffic loadthat would have been required

probability distribution function of a node position at tirge Should the nodes haalpriorifull topology information. _
second, given that it is known that the node position at time  Thus, the actual bandwidth consumption in a network will
will be (0,0). Then, the probability distribution function of aP€ the sum of a protocol independent term, tfisimum traffic
node position at time < ¢, given that the node will be at theload, and a protocol dependent one, theal overhead Effec-

position (z;, ,y, ) at timet, , is given byg, ;,, (x,y, z,,y,,) = Ve routing protocols should try to reduce the second teotal
1 (:cf:ctl vy overheadlas much as possible.
=2 90/1\ =t =t - The different sources of overhead that contribute totthe

Assumptions a.1 - a.8 represents a well-defined netwaqr . i
model, still general enough to include most of the typical ng[f"-h overheadmay be grouped and expressed in term

working scenarios. The reader is referred to [11], and [12] fort'é/e’ proactive andsub-optimal routing over.headAII of these
: . . sources of overhead has been considered in the past, hatahe
discussion on these assumptions.

It should be noted that in the case any of the above assurﬁ\égrheadepresents the first metric that successfully combines

. . all of them in a unified framework, allowing a tractable model
tions does not hold for a particular class of networks, alternat%?be derived

2Standard asymptotic notation is employed. A functitin) = Q(g(n)) Thereactive overheaaf a protocol is the amount of band-
[similarly, f(n) = O(g(n))] if there exists constants; andn, [similarly, 2 width consumed by the specific protocol to build paths from a
andny] such thate, g(n) < f(n) [similarly f(n) < cag(m)lforalln > n1 o060 10 2 destinationftera traffic flow to that destination has
[similarly, n > n2]. Also, f(n) = ©(g(n)) if and only if f(n) = Q(g(n)),

andf(n) = O(g(n)). been generated at the source. In static networks, the reactive



overhead is a function of the rate of generation of new flowgassumptions a.1 - a.8), th@nimum traffic load'r (\;¢, A¢, N)
In dynamic (mobile) networks, however, paths are (re)built n@ ©(\,N'*), 4 and therefore¥,, = 0, ¥,, = 1, and
only due to new flows but also due to link failures in an alreadyy = 1.5.
active path. Thus, in general, the reactive overhead is a functiomhe network scalability factomay be used to compare the
of both trafficandtopology change. scalability properties of different networks (wireline, mobile ad
The proactive overheadf a protocol is the amount of band-hoc, etc.), and as a result of such comparisons we can say that
width consumed by the protocol in order to propagate route ione class of networks scales better than the other. However,
formationbeforeit is needed. This may take place periodicallyf our desire is to assess whether a networkdalable(an ad-
and/or in response to topological changes. jective) with respect to a parametgy, then thenetwork rate
The sub-optimal routing overheaaf a protocol is the differ- dependency on such a parameter must be considered.
ence between the bandwidth consumed when transmitting dat®efinition 5: Thenetwork rateR™* of a network is the max-
from all the sources to their destinations using the routes detenrum number of bits that can be simultaneously transmitted in
mined by the specific protocol, and the bandwidth that wouddunit of time.
have been consumed should the data have followed the shortefor thenetwork rate(R"¢*) computation all successful link
available path(s). For example, consider a source that is 3 htgger transmissions must be counted, regardless of whether the
away from its destination. If a protocol chooses to deliver orli@k layer recipient is the final network-layer destination or not.
packet following ak (k > 3) hop path (maybe because of out- Definition 6: A network is said to bgcalablewith respect to
of-date information), thetk — 3) xpacket_length bits willneed the parameter\; if and only if, as the parametey; increases,
to be added to the sub-optimal routing overhead. the network’sminimum traffic loaddoes not increase faster than
The total overheadprovides an unbiased metric for perforthenetwork ratg( R*¢*) can support. That is, if and only if:
mance comparison that reflects bandwidth consumption. De-
spite increasing efficiency at the physical and MAC-layers, log R (Aq, A, )
bandwidth is likely to remain a limiting factor in terms of scala- U, < )\lim o8 ] ;’ SRR
o S . : ) oo .
bility, which is a crucial element for successful |mplemenf[at|on For example, it has been provegg’;[hét in mobile ad hoc net-
and deployment of ad hoc networks. The authors recognize t%

total overheadnay not fully characterize all the performance as; trks@(N) successful transmissions can be scheduled simul-
y ully charact pert %ageously (see for example [5], [6]). The class of networks un-
pects relevant to specific applications. However, it can be us

er study in this work (i.e. resulting from applying power con-
rol techniques) are precisely the class of networks that achieves
#8it maximurmetwork rate Thus, in order for mobile ad hoc
f&twork to be regarded as scalable with respect to network size,
we will need¥ 5 < 1. Unfortunately this is not the case, and as
B.2 Scalability a consequence ad hoc networks under assumption a.1 through

. L . a8 are noscalablewith respect to network siZe Wireline net-

This work is aimed at the study of the scalability properties gf ks in the other hand. if fully connected may halvg = 1
routing protocols for ad hoc networks. However, currently thetgy therefore they are potentially scalable (in the bandwidth
is not a clear definition of scalability. Indeed, scalability has g,se gefined here) with respect to network size. Note however,
different meaning for different people. Thus, we need to defiR, this scalability requires the nodes’ degree to grow without
the e’fa‘?t_ meaning of t_h_|s_term. o bound, which may be prohibitely expensive.

Definition 3: Scalabilityis the ability of a network to support  gimjjarly, since thenetwork ratedoes not increase with mo-
the increase of |ts l'_m't'ng parameters. ) ) bility or traffic load, then a network will be scalable w.r.t. mobil-

Thus, scalability is a prop.er.ty. In orde_r to quantlfy_t_hls PrORty and traffic if and only if¥,, = 0and¥,, = 0, respectively.
erty, we use the concept afinimum traffic loaddefinition 1) 1,5 the networks under this study amlablew.r.t. mobility,
to define thenetwork scalability factoas follows: but are noscalablew.r.t. traffic.

Definition 4: Let/'r(As, Az, ...) be theminimum trafficload  Note that similar conclusions may be drawn for scalability
experienced by a network under parametersz, . .. (€.9. net-  r ¢ aqditional parameters as for example network density,
work size, mobility rate, data generation rate, etc.). Then, the,nsmission rangé, etc. that are not being considered in our
network scalability factoof such a network, with respect 10 a41ysis. For example, as transmission range increases (and as-

parameter); (W), ) is defined to be : suming a infinite size network with regular density) the spatial

and, furthermore, delay constraints have been shown to be
pressed in terms of an equivalent bandwidth [13].

U def lim log TT()\h Az, .. ) 4Each node generate; bits per seconds, that must be retransmitted (in aver-
Aio T Aj—roo log \; age)L times (hops). Thus, each node induce a loaddi, which after adding

Thenetwork scalability factois a number that asymptotically 2!l the nodes results inBr(Aic, A, N) = At N L. Since, by assumption a4

relates the increase in network load to the different network d?a?(‘/ﬁ)' the above expression is obtained. o
. It has been shown in [6] that if the network applications agpp®rt infinitely
rameters. For the class of mobile ad hoc networks under stughy delays and the mobility pattern is completely randdnentthe average
path length may be reduced to @(1)) regardless of network size and, as a

3Thelimiting parametersof a network are those parameter — as for exampleonsequence, that netwoskalability factorwith respect to network sizé& y
mobility rate, traffic rate, and network size, etc. — whosgreéase causes the is equal tol. Thus, those ad hoc networks (random mobility and capable of
network performance to degrade. On the remainder of thi& woly limiting  accepting infinitely long delays) are the only class of ad heiwvorks that are
parameters will be considered, and therefore the termrpeter’ will be used scalable with respect to network size. This work does nosicien that class of
in lieu of the term ‘limiting parameter’. networks since they have no practical relevance.



reuse decreases and as a consequegiveork ratedecreases as ing (PF) is the only protocol that Ecalablewith respect to mo-
rapidly ast 2. Thus,¥, should be lower thar-2 for the network bilty, and that most protocols asealablewith respect to traffic,
to be deemedcalable Since theminimum traffic loadwill only  the more interesting result that HSL Ssisalablewith respect to

decrease linearly w.r.t/ (paths are shortening¥;, = —1, and network size is found.
therefore ad hoc networks are not scalable w.r.t. transmission
range. [1l. PLAIN FLOODING (PF)
Now, after noticing that mobile ad hoc networks areswsl-  In PF, each packet is (re)transmitted by every node in the net-

able with respect to size and traffic, one may ask the meania@rk (except the destination). Thud, — 1 transmissions are

of regarding a routing protocskcalable The remaining of this required for each data packet, when the optimal value (on av-

subsection will clarify this meaning. erage) should have bedn Since there are;N data packets
Definition 7: Routing protocol’s scalabilitjs the ability of a generated each second, the additional bandwidth required for

routing protocol to support the continuous increase of the netansmission of all these packetsiista (N — 1 — L)\ N bps.

work parameters without degrading network performance.  Since L = O(v/N), the PF’ssub-optimal routing-and total-
Thus, from the above definition it is clear that theting pro- overheader second is equal ®(\;(N2—N15)) = ©O(\;N?).

tocol scalabilityis dependent on the scalability properties of then consequencel” = 1, p{'*" = 0, andp{ = 2.

network the protocolis run over. That is, the network own scala-

bilty properties provides the reference level as to what to expect IV. STANDARD LINK STATE (SLS)

of a routing protocol. Obviously, if the overhead induced by a |n SLS, a node sends a Link State Update (LSU) to the entire
routing protocol grows faster than timetwork ratebut slower network each time it detects a link status change. A node also
than theminimum traffic load the routing protocol is not de- sends periodic, soft-state LSUs evéry seconds. There is no
grading network performance, which is being determined by theactiveoverhead associated with SLS, and since the paths de-
minimum traffic load termined are optimal, there is soib-optimal routingoverhead
To quantify arouting protocol scalabiltythe respective scal- gssociated with it either.
ability factor is defined, based on thetal overheadconcept  |n SLS, each node generates a LSU at a rafe gier second,
(definition 2), as follows: so in average there aré)\;. LSUs being generated at any given
Definition 8: Let X,,(A1,A2,...) be the total overhead second. Each LSU is retransmitted at least once per each node
induced by routing protocolX, dependent on parameters(ie. N times), inducing an overhead bfu N bits (wherelsu
A1, Az,... (B.9. network size, mobility rate, data generatiofs the size of the LSU packet). Then Sip®activeandtotal-
rate, etc.). Then, the Protocol Xieuting protocol scalability overheadper second igsu \,.N? bps, that is©(\,.N?); and
factorwith respect to a parametex; (pi‘i ) is defined to be : pftLS =0, pflLCS =1, andpt® = 2.

def log Xow(A1, A2, .- ) V. DYNAMIC SOURCEROUTING (DSR)

X .
,pA" Azh—r*noo o dog A ) In DSR no proactive information is exchanged. A node
The routing protocol scalability factoprovides a basis for 5oy rce) reaches a destination by flooding the network with a
comparison among dlfferen.t routing protocols. _Fmally: tglasse‘%%te request (RREQ) message. When a RREQ message reaches
whether a routing protocol iscalable the following definition e gestination (or a node with a cached route towards the desti-
is used: . o _ nation) a route reply message is sent back to the source, includ-
Definition 9: A routing protocolX is said to bescalablewith g the newly found route. The source attaches the new route to
respect to the parametay, if and only if, as the parametey; in-  tne header of all subsequent packets to that destination, and any
creases, theotal overheadhduced by such protocol,,) does  intermediate node along the route uses this attached information
not increase faster than the networkisinimum traffic load {5 getermine the next hop in the route. The present work focuses
Thatis, if and only if: on DSR without the route cache option (DSR-noRC). A lower
bound for DRS-noRC'total overheads derived next.
The DSR-noRQeactiveoverhead must account for RREQ
CFHessages generated by new session requests (at &;rpgr
second per node) and the RREQ messages generated by failures
in links that are part of a path currently in use. If we only con-

p,)\(i S \IJ)\i
Thus, for the class of network under study, a routing proto
X is scalablewith respect to network size if and only it <
1.5; itis scalablew.r.t. mobility rate if and only ifpi‘lc <0;and

itis scalablew.r.t. traffic if and only ifp{, < 1. ~ sider the RREQ messages generated by new session requests,
In the remainder of this paper we will derive asymptotic e%hen a lower bound can be obtained.
pressions for the total overhead (and thereforedhéng proto-  Each route request message is flooded to the entire network,

col scalability factoy induced by a representative set of routingesulting in\ — 1 retransmissions (only the destination does not
protocols. The methodology to be employed consists of COReed to retransmit this message). Thus, each message induces
puting each of the three componentdatll overheadnamely an overhead ofize_of RREQ(N — 1) bits, and there ark, N
proactive, reactiveand sub-optimal routing separatedly and RREQ messages generated every second due to new session re-
then add|ng them up. Besides the trivial result that Plain Flooguests_ ThUS, the DSR-noRC reactive overhead per second is
Qs N?).

6This observation is the main reason behind our focusing twanks with . .
power control, where the transmission range is kept in lméhat the network For th_e DSR'n(_)RCSUb'Opt'maI _routlngoverhead a Iowe_r
degree is kept bounded. bound will be obtained by considering only the extra bandwidth



required for appending the source-route in each data packet.
The number of bits appended in each data packet will be pro-
portional to the lengthl; of pathi. Since this length is not
shorter tharZ.?”* (the optimal path length), using** instead
of L; will result on a lower bound. The extra bandwidth con-
sumed by a packet delivered using a pafwith at leastZ"*
retransmissions) will be at leadbg, V) (L"), wherelog, N
is the minimum length of a node address. The average extra
bandwidth per packet over all pathsA¥ (log, N)(L"*)?)} >
(logy N)E{L?"}? = (log, N)L? bits. Thus, for each
packet sent from a source to a destination there is an aver-
agesub-optimal routingoverhead of at leadfiog, V)L? bits.
Since)\; N packets are transmitted per second,ghb-optimal
routing overhead induced over the entire network is at least
AtN (log, N)L? bps. Recalling thal = ©(v/N) (assumption
a.4), the DSR-noRGub-optimal routingpverhead per second is
found to beQ(\; N2 log, V) bps.

Combining the previous results, DSR-noRd&al overhead

H < p DSR—noRC
per second i8)(A; N?+A:N? log, N). Also'pxt =1, Fig. 1. A Source §) - Destination ) path in HierLS.
0< p?SR—noRC <= ]-, 7 andp£SR—noRC > 2.
le
VI. HIERARCHICAL LINK STATE (HIERLS) S—ny—ny—X15—-X13-X2-X3-Y —Z-D.

In them-levelHierLS routing, network nodes are regarded ad/hen a node outside nodelevel 1 cluster receives the packet,
level 1 nodesi and level 0 clusters. Lev’/e’iodes are grouped the node W|” ||ke|y produce the same high'level route tOWardS
into leveli clusters, which become level- 1 nodes, until the D, and will ‘expand’ the high-level links that traverse its cluster
number of highest level nodes is below a threshold and theref8ignd lower level (more detailed) information. In Figure 1 this
they can be grouped (conceptually) into a single levelThus, €Xpansion is shown for the segmeht- D. The Location Man-
the value ofn is determined dynamically based on the networkgeément (LM) service can be implemented in different ways,
size, topology, and threshold values. whether proactive (location update messages), reactive (paging),

Link state information inside a levélcluster is aggregated OF hybrid. Typical choices are:

(limiting the rate of LSU generation) and transmitted only te LM1: Pure reactive. Whenever a node changes its leslels-
other leveli nodes belonging in the same leveatluster (limit- tering membership but remains in the same Igével1 cluster,
ing the scope of the LSU). Thus, a node link change may rtbis node sends an update to all the nodes inside its 1evel

be sent outside the level 1 cluster (if they do not cause a sigrifuster. For example, (see Figure 1) if node moves inside
icant change to higher levels aggregated information), greatlysterX.1.5, i.e. it changes its level 1 cluster membership but
reducing the proactive overhead. does not change its level 2 cluster membership (cluktas,

HierLS relies on the Location Management service to ithen nodeu, will send a location update to all the nodes inside
form a source nodé of the address of the highest level cluselusterX.1. The remaining nodes will not be informed.
ter that contains the desired destinatibnand does not con- « LM2: Local paging. In this LM technique, one node in each
tain the source nod§. For example, consider a 4-level netlevel 1 cluster assumes the role of a LM server. Also, one node
work as shown in Figure 1S andD are level 1 nodesX.1.1, among the level 1 LM servers inside the same level 2 cluster
X.1.2, etc. are level 2 nodes (level 1 clusterX);1, X.2, etc. assumes the role of a level 2 LM server, and so on up to level
are level 3 nodes (level 2 clustersy;, Y, V, andZ are level m. The LM servers form a hierarchical tree. Location updates
4 nodes (level 3 clusters); the entire network forms the levale only generated and transmitted between nodes in this tree
4 cluster. The Location Management (LM) service providéeM servers). When a nod® changes its level clustering
S with the address of the highest level cluster that contélins membership, the LM server of its new levedluster will send a
and does not contaifi (e.g. the level 3 clusteX in Figure 1). location update message to the level 1 LM server, which in
Node S can then construct a route toward the destination. Thisn will forward the update to all the levélLM servers inside
route will be formed by a set of links in node S level 1 clugthis leveli + 1 cluster. Additionally, the level + 1 LM server
ter (X.1.1), a set of level 2 links in node S level 2 clusterghecks if the nod® is new in the level + 1 cluster, and if this
(X.1), and so on. In Figure 1 the route found by ndglés : is the case it will send a location update to its level 2 LM

server, and so on.

"DSR’s total overheaddoes depend on mobility, since breakages of "nkWhen a leveli LM server receives a location update message
forming existing routes will trigger route discovery prdeees that will induce

reactive overhead and/or cause route degradation. Sitoilire lower bound reégarding nodeD from its leveli + 1 LM server, it updates
derived in this section, an upper bound for DS®®I overheadnay be derived jts |local database with nod@’s new location information and

by assuming that each link breakage trigger a global rosieoslery (regardless . . . .
of the link being part of an active route or not). Such an uggmemd would in- forwards this information to all the level- 1 LM servers inside

crease linearly with the mobility rate, and therefore weaabthe upper bound it leveli cluster. Each of these level- 1 LM servers forwards

for p’ADISR*""RO <=1. the location update message to the lével2 serversin its level



i — 1 cluster, and so on until all the level 1 LM servers (insidean be obtained by considering that the time a node takes to
nodeD’s level i + 1 cluster) are informed of the new level change its leveln — 1 cluster is directly proportional to the di-
location information of nodéd). When a node needs locationameter of this level — 1 cluster and inversely proportional to
information about any node in the network, the node pagestit®e node’s relative speed Since the leveln — 1 cluster size is
level 1 LM server for this information. N/k, then the cluster diameter &(,/N/k) . Under approach

o LM3: Global paging. LM3 is similar to LM2. In LM3, how- LM1, the new location information will have to be forwarded
ever, when a level LM server receives a location update fronto all the nodes inside the level cluster (the entire network).

a higher level + 1 LM server, it does not forward this informa-Thus, every node will send a location update message to the en-
tion to the lower level { — 1) LM servers. Thus, a lower level tire network (V transmissions) eacB (/N /k/s) seconds, in-
(say levelj < i) LM server does not have location informatiorjucing an overhead (@(\/E 5\/N) bits every second. Adding

for nodes outside its level cluster. A mechanism for remov-up all nodes contributions, the proactive overhead per second
ing outdated location information about nodes that left a Iévetue to leveln — 1 clusters membership changéa's\/Ele-5).
cluster need to be added to the levelusters LM servers. Basi- Regarding the location updates generated due to level i

cally, a level 1 LM server that detects that a node left its leveldhembership change, it can be seen that a level i cluster is
cluster will remove the entry corresponding to this node from it8—! times smaller than a levet — 1 cluster, and consequently
own database, and will inform its level 2 LM server. The leve] jevelin —i cluster's diameter is“= times smaller than a level

2 LM server will wait for a while for a location update from,,, _ 1 clusters diameter. Thus, the generation rate of location
the new level 1 cIus_ter (if IhSIdQ th(_e same level 2 cluster) andd[)dates due to leveh — i membership changesksi_Tl times

no such an update is received it will remove the node entry 8 than the rate induced by level— 1 changes. Also, since
will inform its level 3 LM Server, anq so on until arriving to 8the new location information will have to be transmitted to all
LM server that already has information about the new Iocanqﬂe nodes inside the current level — i + 1 cluster, then the

of the.node. When a node needs IOC"_H'O” information about HYmber of transmissions required for each packet decreases by
node in the network, the node pages its level 1 LM server for e ~tor oft.— (-1 with respect to the number of transmissions

info_rmat_ion. If the level 1 LM does not haye the required infori'nduced by leveln — 1 changes, which results in a net reduction
mation, it (the level 1 LM server) pages its level 2 LM serve ie

lig, _iz1 . .
who in turn pages its level 3 LM server, and so on, until a Ll\(/?]c k== Then, the overhead due to all location updates s :

server with location information about the desired destination is

_1 _
found. Loc_Upd_Cost = ONWksN'*)1+k™2 +k~ 4.
Approach LM1, the easiest to implement, will induce greater — 9(\/EsN1-5)¥
overhead and lower latencies for route establishment. Approach 1—/1/k

LM2 potentially reduces the bandwidth consumption (for rea-

sonable values of;) but at the expense of complexity (selectiod hus, the location management overhea@l (4, N*-°) bps (by
and maintenance of LM servers) and an increase in the late@gpumption a.7\;. is proportional tas). Combining this value
associated with route establishment. However, the asymptd¥igh the lower bound obtained for the LSU-induced overhead
characteristic of HierLS are identical under LM1 and LM2, a§X(\icV)), itis concluded that the HierLS-LMgroactiveover-

will be seen later. Approach LM3 is the more complex to impldiead isO (A, N'?).

ment. It will induce a significant amount of reactive overhead,

but will reduce the amount of overhead induced by mobility. 1B- HierLS-LM1 sub-optimal routing overhead

this paper, results for the HierltStal overheador all three LM To estimate thesub-optimal routingoverhead, it is assumed
Techniques are presented in Table I. However, due to space Gt each level (beginning with level 2) increases the actual
stra_mts, only the der|vat|0n.for the total qverhea}d expression @y te length by a factof; (f; depends on the value @ the

a HierLS-LM1 (pure proactive LM technique) will be presenteflsy triggering thresholds, and is typically close to 1, for ex-
nex_t. '!'he reader is referred to [14] or [15] for the remainingmple f = 1.05 means a 5% increase in the route length).
derivations. Thus, if the optimal path length is then the actual path length
will be III=0*f; 1. Let f be the geometric average of the set
{fi}, thatis, f = (H;’;Zfi)ml—l. Then, thesub-optimal rout-

A network_organi;ed inn level clustgrs, each of equgl sizqng overhead induced by a packet transmissiafuis: [ ™! —
k (N = k™) is considered. Note thatis predefined whilen 11 = data[kese Nm=1) _ 1]] = data[%a ~ 1)1, where

increz(ijses WILhV. . : . .0 = log, f. There are\;/N packets generated each second,
Under a_ssumpgon a., HlerLS-Ll\/_Ilmoacnveasymptot|c _thus the averageub-optimal routingoverhead per second is

overhead is dominated by the location management function, s 1)L \N. Sincel is ©(vN finall t that
that induces an overhead that grows at least as fa&3{a¥**) ata (g —1) LAN. SinceL is ©(v.N), we finally get tha

(explained below), where is the node relative speed. In thethe HierLS-LM1 sub-optimal routingoverhead per second is

) ‘)\ N1.5+6)
other hand, most of the LSUs updates will correspond to Ie\@ t :
1 links, and will be propagated inside the level 1 clusters only. ..
thus, LSU packets will induce a proactive overhead that will’ HierlL.S-LM1 total overhead
only grow as fast a§,;. k£ NV (this is, of course, a lower bound). Combining the previous expressions, the HierLS-Lkb1
HierLS-LM1 location management overhead expressioria] overheadis found to be®(\,. N> + \,N!-19) Also,

A. HierLS-LM1 proactive overhead




HierLS—LM1 _ pHierLS—LMl -1 andeierLS—LMl _ m=0 =0
- ’ A - ’ N -

At c
1.5+ 6 > 1.5 (HierLS isalmostscalable w.r.t. netwrok size). 1

VII. ZONE ROUTING PROTOCOL (ZRP)

ZRP is a hybrid approach, combining a proactive and a re-
active part, trying to minimize the sum of their respective over-
heads. In ZRP, a node disseminates event-driven LSUs &e its 1

6
hop neighbors (nodes at a distance, in hopg;, of less). Thus,
each node has full knowledge of ikshop neighborhood and 8 { 4 8 4
may forward packets to any node within it. When a node needs 2 T 2 2 T 2 2
to forward a packet outside itshop neighborhood, it sends a 4 p s 119 A Jte A
route request to a subset of the nodes in the network, namely the ’ ’ o ime
‘border nodes’. The ‘border nodes’ will have enough informa- Fig. 2. HSLS's LSU generation process (mobility is high).
tion about theik-hop neighborhoods to decide whether to reply

to the route request or to forward it to its own set of ‘border’
nodes. The route formed will be described in terms of the ‘bdfi€ lastt. seconds. Also, the node wakes up eveyseconds

der’ nodes only, thus allowing ‘border’ nodes to locally recovétd transmits a LSU with TTL set tif there has been a link
from individual link failures, reducing the overhead induced b§tatus change in the la2t, seconds. In general, a node wakes
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route maintenance procedures. up every2'~'t, (i = 1,2,3,...) seconds and transmits a LSU
The following lower bound for ZRPotal overheadZRP,,) With TTL set to2" if there has been a link status change in the
was obtained: last2*~'t, seconds. If a packet TTL field value’f is greater
than the distance from this node to any other node in the net-
Q(\eN?) if \je = O(/\s/\/ﬁ) work (which will cause the LSU to reach the entire network),
ZRP, — Q(/\l%c/\s%Ng) if \ie = Q(\s/VN) :Ee TTL field of the LSU is reset to infinity (global LSU), and
and\,. = O(\,N) e algorithm is re-initiated.
QAN?) if \ie = QA NV) Nodes that are at most two hops away from a node,’say

will receive information about nod&’’s link status change at

Due to space limitations, the derivation of the ZRRil over- most aftert, seconds. Nodes that are more than 2 but at most
headwas left out of the paper. Once again, the reader is referrédiops away fromX will receive information about any ok
to [14] or [15] for the complete derivation. links change at most aftér. seconds. In general, nodes that are

Note that the asymptotic expression provides us with mugtore thar2:~! but at most2‘ hops away fromX will receive
more information about the parameters interactions than théormation about any o links change at most afte*—'¢,
scalability factors, which are computed assuming that just oseconds. Figure 2 shows an example of HSLS’s LSU generation
parameter is increased while the others remain fixed. For ZRPocess when mobility is high and in consequence LSUs are al-
p{EP = 0 (pure proactive mode)) < p{%¥ <= 1 (pure ways generated. An arrow with a number over it indicates that

reactive mode, similar to DSR's), apd*? lZ 1.66. Note that at that time instant a LSU (with TTL field set to the indicated

the information provided by thecalabilty factorss incomplete, Vvalue) was generated and transmitted. Figure 2 assumes that the
and it hinds the fact that the exponential rates of increase tde executing HSLS computes its distance to the node farthest
ZRP’s total overhead with respect to mobility and traffic alway&way to be between 17 and 32 hops, and therefore it replaces the

add up to at |easI’ as can be seen from thetal overhea TTL value of 32 with the value |nf|n|ty, resetting the algorithm
asymptotic expressions. at time 16t.. The reader is referred to [11] and [12] for more

details about HSLS.
VIIl. HAzY SIGHTED LINK STATE (HSLS)
HSLS proactive overhead

HSLS is based on the observation that nodes that are far av's‘ay
do not need to have complete topological information in orderA highly mobile environment (i.e. a LSU is generated
to make a good next hop decision. Thus, propagating every liekery time interval) is considered. All the different LSUs
status change over the entire network may not be necessary(r@jtransmissions due to LSUs generated by a nodeXsayill
a highly mobile environment, a node running HSLS will trandse added and then averaged over time. The value obtained will
mit - provided that there is a need to - a LSU only at particuléwe multiplied by the number of nodes in the network to get the
time instants that are multiples tf seconds. Thus, potentiallyproactiveoverhead. LSUs will be grouped based on their TTL
several link changes are ‘collected’ and transmitted eiesgc- value at the time they were generated, beginning with the LSUs
onds. TheTime To LivgTTL) field of the LSU packet is set to awith larger TTL values.
value (which specifies how far the LSU will be propagated) thatLet M D, be the maximum distance from nodé to any
is a function of the current time index as explained below. Aftether node in the network. L&, be the power of 2 such that
one global LSU transmission — LSU that travels over the entife, < M D, < 2R,. For exampleR, = 16 in figure 2, where
network, i.e. TTL field set to infinity, as for example during\/ D, was assumed to be betwegn and32. Under HSLS,
initialization — a node ‘wakes up’ evetty seconds and sends anodeX computesV/ D, eacht, seconds based on its own topol-
LSU with TTL set to2 if there has been a link status change ingy information, which is not necessarily up-to-date @,



is a time-changing value that is not being timely updated. Tledapsed since fresh information was received and distance is
above observation, however, will have little impact on the valumundedy t., independently of network size or distance to the
of R,, which may be assumed roughly constant over time.  destination. Based on the mobility model assumption a.8 (time

Let’s consider what happens at tinkg t. (16t in figure 2). scaling), this will cause the probability of a sub-optimal next
At this time node X sends a LSU to the entire network and tt@p decision to be bound¥dind the fraction of the increase of
algorithm is re-initiated. Thus, evel§,.t. seconds node X in- the sub-optimal routes (with respect to the optimal ones) to also
ducesN transmissions, and therefore the bandwidth consuntpe bounded independently of network size. Then, for a fixed
tion due to these global LSUs %ﬂ wherelsu is the average value oft., HSLSsub-optimal routingpverhead will increase as
length of a LSU packet. O(A N3,

The second larger TTL i®,, and LSUs with this TTL are  To investigate the dependence of theb-optimal routing
generatedz—we seconds after a global LSU is sent (tin&sin overhead on the time,, a more precise mobility model need
figure 2). Recalling that the timers are reset at tiRyg., we to be defined. Assuming a mobility model that induces an ex-
notice that the interval between consecutive generation timepémential residence time on a given area, HSu®-optimal
(Ryte — Zet.) + Z=t, = R, t Thus, the generation rate ofrouting overhead was found to be equal toQ((eretfs —
LSUs Wlth TTL equal taR, is 4 (the same as the generatiorn )\, N!'-5), wherek, is a constant.
rate of global LSUs). These LSUs will not reach all the nodes
in the network but only a fractiori,. From assumption a.3, C. HSLS total overhead
should be aroundR,. /M D,)?,i.e., f. € [0.25,1]. In practical
situations, due to boundary effects (i.e. the number of nodes
maximum distancé/ D, is small), we obtain that typically,
is in the interval0.5, 1]. Thus, the bandwidth consumption due
to LSUs with TTL equal taR, is =% f; . 1 )

For the remaining TTL values, T)oundary conditions are no  HSLSo, = Nl's[Kst— + Kg(ehetefe — 1))\
longer relevant. Thus, for TTL equal t®,/2 the genera- ¢
tion rate doubles (e.g. LSUs with TTL equal §oare sent at The value oft, should be tuned to optimize performance. For
times 4¢., 12t,, - - - in figure 2), and the number of transmisa moment, let’s use the approximatieh— 1 ~ z, wherez =
sions induced per LSU is reduced by a factor of 4 (because)pft. K ,. Thus:
assumption a.3, and the fact that the TTL values are reduced
to a half); thus the total gﬁect is a redyction by a factor pf HSLS,, ~ N 5[1 + Kehehete]

2 with respect the bandwidth consumption due to LSUs with te
TTL equal toR,. The same argument applies for TTL equal to . o
R./4,R,/8,...,2,1. 8 Finally, the total bandwidth consump- Choosing the value of, that minimizes the above expres-

tion due to all the LSUs generated by natids equal to : sion we gette = O(55), v = O( A’“) andHSLS,, =
O(VAieA:N1). The previous expression would define the

There is noreactiveoverhead associated with HSLS. Thus,
%3 HSL Stotal overheador the class of networks analyzed in
the previous subsections is equal to :

Xwro o= lsulN  IsufeN  IsufoN  IsufeN asymptotic behavior of HSLS®tal overheadnly if our ap-
Ryte Ryte 2R, te 4Rt proximatione® — 1 =~ z is valid. Indeed, if\; grows asymp-
_ lsuN[l +f.(1 -|- + +..)] ~ ISUN[l +2f,] totichIy f_aster than\;, thg valu_e ofr goes to zero and th_e ap-
R, te proximatione® — 1 ~ x is valid. On the other hand, ;.

rows asymptotically faster thay, the approximation will not

Since the size of a LSU depends only on the node d e valid. In this case, since the exponential function is the

sity (bounded on averagej; is bounded belowl, and 7, is fastest growing, it is desirable to maintain the prodngt
O(VN) (assumption a.4); thproactive overhead per second(and therefore the value @} bounded and therefore we choose

. . 0.5 .
induced by O”he ngde (5~ L Scljnce (tjhte)rerz]iraf nodes, thek = O(5L). Thus, the HSLSotal overheadn this scenario be-
proactiveoverhead per second induced by the entire networ Iomes@(Nl 5o+ M) = O(A ), where the last equal-

1.5
G(Nte )- ity holds due to our assumption thaf. grows asymptotically
faster than\; and therefore\;,. dominates the previous expres-

sion. Thus, the HSLS*otal overheads :

Due to space constraints, the complete derivation was left out
of the paper. Below, an insight into it is provided. The reader is O(VNeANDY i A = O(Ny)
referred to [14] or [15] for the actual derivation. HSLSow = { O(Ne NP if Aie = QM)

Let te“‘p be the maximum time elapsed since ‘fresh’ LSU in-
formatlon about a destinatioh hops away was last received. A|so, it can be noted thathSLS = 0.5, pHSLS =1, and

HSLS induces a quasi-linear relationship betwe,ﬁé‘ﬁ’ andk. pHSLS = 1 5. Thus, HSLS is the only protocol thatssalable

elap

In general,s < t’ek < t.. Thus, the ratio between the timewith respect to network size.

B. HSLS sub-optimal routing overhead

8 Assumptions a.3 and a.4 are asymptotic conditions, andcs ate not ap-  ?Since the ratio maximum displacement — speed times elapsed-t over
plicable to small values of TTL. However, the contributiafd SUs with small  distance is bounded, so is the ‘angular’ displacement ofdthstination. The
TTL values in the proactive overhead of a large network issigntificant and a ‘angular’ displacement will determine whether the nodeselmoas the next hop
more exact analysis can be safely omitted. is the proper one or not.



IX. COMPARATIVE STUDY [ Proto. | Total over. (best) | Cases |

In the previous sections treealability factorsof several rep- || PF OAN?) Always
resentative routing protocols have been derived. From thoselre3LS O\ N?) Always
sults we concluded that PF is the only protocol known to HeDSR Q(AsN? + A\ N?log, N) | no Route Cache
scalablew.r.t. mobility (o¥¥ = 0), while all of the proto- | HierLS [ O\ N'% + A N'2¥2) [ LML or LM2
cols werescalablew.r.t. traffic. More interesting was to find ONeNlog N + A N'510) | LM3
that HSLS is the only protocaicalablewith respect to network | ZRP Q(N\eN?) Me = O(\s/V/N)
size pX5L5 = 1.5). However, much more information abou Q(A\sN?) Aie = Q(\sN)
the protocol parameter’s interactions may be derived from the Q(/\J%CAS%N%) otherwise
Fisymptotlctotal overheadexpressions, which are summarizeft s’ OV e NTD) e = O0\)
in Table I. 1.5 _
O(\N1) Aie = Q(Ap)
Table | presents our results for thatal overheadvhen the
tunable parameters are selected to optimize performance (or at TABLEI
least, optimize the lower bounds derived before). These results ASYMPTOTIC TOTAL OVERHEAD EXPRESSIONS

increase our understanding of the limits and provide valuable

insight about the behavior of several representative routing pro-

tocols. The better understanding of these limits will help net-

work designers to better identify the class of protocols to en-HS|S has better asymptotic properties than HierLS, which

gage depending on their operating scenario. For example, if figans that as size increases HSLS eventually outperform Hi-

designer’s main concern is network size, it can be noted that dH_S. The idea of HSLS — being much more simple to imple-

erLS and HSLS scale better than the others. Slmllarly, if traﬁiﬁent - outperforming HierLS is counter-intuitive. A first re-

intensity is the most demanding requirement, then SLS and ZR&ion to this result will likely be to assume that the constants

are to be preferred since they scale better with respect to traffigolved in the asymptotic analysis may be too large, prevent-

(total overheads independent ok;); HSLS follows as it scales jng HSLS from outperform HierLS under ‘reasonable’ scenario.

as©(v/\;), and PF, DSR, and HierLS are the last since thejhus, the authors relied on a couple of simulation experiment to

total overheadncreases linearly with traffic? validate if, in effect, HSLS may outperform HierLS even under
Similarly with respect to the rate of topological change, wgoderate network size and traffic load.

observe that PF may be preferred (if size and traffic are small

and the rate of topological change increases too rapidly), singe A simulation experiment: HSLS vs. HierLS-LM1

its total overheadis independent of the rate of topological . . )

change. Provably next will be ZRP and DSR since their lower 12ble Il shows the simulation results obtained by OPNET

bounds are independent of the rate of topological changes. TRe@ 400-node network where nodes are randomly located on

bounds are not necessarily tight, and ZRP’s and DSR'’s beha@grduare of area equal to 320 square miles (i.e. density is 1.25

should depend somewnhat of the rate of topological change. Bdes per square mile). Each node choose a random direction

nally, for SLS, HierLS, and HSLS we know (as opposed to DSEMONY 4 possible values, and move on that direction at 28.8
and ZRP where we suppose) that thetal overheadncrease MPh- Upon reaching the area boundaries, a node bounces back.
linearly with the rate of topological change. The radio link capacity was 1.676 Mbps. Simulation were run

It is interesting to note that when only the traffic or the mobif-f)r,35(,) seconds, Ieav!ng the first 50 seconds for protocol ini-
ity is increased (but not both), ZRP can achieve almost the bigfization, and transmitting packets (60 8kbps streams) for the
performance in each cadeHowever, if mobility and traffic in- '€maining 300 seconds. The HierLS approach simulated was of
crease at the same rate; thatig, = ©(\) and; = O(\) (for the type _I-!lerl__S—LMl, and correspondg to the DAWN project
some paramete), then ZRP'sotal overhead Q2 (AN1-66)) will [10] modification of the MMWN clustering protocol [8]. The

present the same scalability properties as HSLO®\(V!-)) minimum and maximum cluster size were set to 9 and 35 re-

and HierLS's @(AN'5+9)) with respect to\, with the differ- SPeCtively. _ _ _

ence that ZRP does not scale as well as the other two with reJhe metric of interest is the throughput (i.e. fraction of pack-

spect to size. ets successfully delivered). The simulation results presented
These and more complex analyses can be derived from fHE not a comprehensive study of th_e relative performancg of

expression presented in this paper, when different paramefef@'LS versus HSLS under all possible scenarios. They just

are modified simultaneously accordingly with the scenario tRE€SeNts and example of a real-life situation where HSLS outper-
designer is interested in. form HierLS, and complement our theoretical analysis. The the-

oretical analysis focuses on asymptotically large network, heavy
101t is interesting to note that HSLS scales better with trafftensities than traffic load, and saturation conditions where the remaining ca-
HierLS (the only other protocol that scales well with siZEis result may have pacity determines the protocol performance. The simulation

an intuitive explanation in the fact that HierLS never aftésnto find optimal . . . .
routes towards the destination, even under slowly chargingditions. HSLS on results, in the other hand, refer to medium size networks with

the other hand, may eventually obtain full topology infotioa — and therefore moderate loads, where depending on the MAC employed, other
optimal routes — if the rate of topological changes is smitwespect td /te,  factors may have more weight over the protocols performance.

as is the case whexy grows faster than,;,.. . .
1 Almost, because ZRP can not achieve the independentmabfoverhead Table Il shows the throthpm obtained under two different

from mobility. PF does. MAC protocols: unreliable and reliable CSMA. For reliable



[ Protocol | UNRELIABLE | RELIABLE || ing asymptotic analysis dbtal overheadrovide an important
HSLS 0.2454 0.7991 contribution to the field that promises to shed new light on the
HierLS-LM1 0.0668 0.3445 fundamental limitations and underlying characteristics of mo-
bile networks in general, and in the studied protocols in partic-
ular. It was found that, among the protocol studied, PF is the
only protocol that scales w.r.t. mobility, all of them scale w.r.t.
traffic, and HSLS is the only one that scales w.r.t. network size
(note that HierLSlmostscale w.r.t. network size). Thus, the re-
sults for HSLS — a novel, easy-to-implement link state variant —
CSMA, packets were retransmitted up to 10 times if a MAGhowed that the implementation of a complex hierarchy was not
level ACK was not received in a reasonable time. We can sg@indatory for scalability. A more focused comparison between
that in both cases HSLS outperforms HierLS, although the refierLS and HSLS was undertaken, and as a result, HSLS was
ative difference is reduced under the reliable MAC case. Thistablished as a competitive alternative to HierLS.
can be explained considering that the high rate of collisions ex-Finally, this work is only a first step. Greater understanding
perienced under unreliable CSMA favored shorter paths. Ferrequired of cross-layer interactions and the impact of more
nodes close by, HSLS may provide almost optimal routes whii@neral mobility models and traffic workloads. We hope this
HierLS routes may be far from Optlmal if the destination belor\gork will he|p to |ay a foundation for a renewed approach to
to a neighboring cluster. Thus, we can see that unreliable MAgsearch into ad hoc networks. The success of this technology
biases towards HSLS. Another factor to take into account is tb@pends on rigorous techniques and proof of Concepts_
latency to detect link up/downs. Under HierLS this information
is synchronized among all the nodes in the cluster and there- REFERENCES
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