Proceedings of 5th Intl. Workshop on Mobile Multimedia Communications MoMuc’98 October 12-14, 1998, Berlin

Achievable Dropping Rates under Variable Frame TDMA Schemes in the presence of

Deadlines and Overhead.

César Santivanez

loannis Stavrakakis

Electrical and Computer Engineering Department
409 Dana Research Building, 360 Huntington Avenue
Northeastern University, Boston, MA 02115
e-mail: ioannis(cesar)@.cdsp.neu.edu

Abstract— The objective of this paper is to determine the
minimum system dropping rate induced by variable frame
TDMA schemes supporting time-constrained applications
with common maximum cell delay tolerance. Expressions
are derived for the induced (optimal) system dropping rate
and the maximum number of users that can be admitted
in the network without violating the maximum dropping
rate constrain is determined. In addition to the study of
the optimal scheme, suboptimal TDMA schemes have been
considered, such as a variable frame TDMA scheme in the
presence of overhead and fixed frame TDMA schemes with
and without overhead. The performance limiting factors as-
sociated with the suboptimal schemes are identified, and the
magnitude of their (negative) impact is evaluated. Based on
this information it is possible to point to performance im-
proving modifications which should be pursued to the extent
permitted by technological constraints.
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I. INTRODUCTION

Wireless ATM is the natural choice for the local and
broadband wireless network supporting services such as
voice, data, image, and video [1], [2]. System architec-
tures to enable “Wireless ATM” (WATM) have already
been developed [3], [4], [6]. They employ a Data Link Con-
trol (DLC) layer to combat the unreliability of the wireless
link, and a Medium Access Control (MAC) protocol to or-
ganize the sharing of the multiaccess channel.

MACs for WATM have been examined in [3], [6], [7], [8],
[9], [10]. They all employ TDMA with on-demand assign-
ment of the transmission resources by a central agent or
scheduler. The scheduler needs to be communicated by the
distributed users of their demands for resources, as well
as inform the users of its decision (slot assignment). This
communication takes place at discrete points in time (it is
not continuous due to communication resource limitations)
and is implemented by employing various mechanisms such
as a control channel, piggy-backing on information bearing
cells and polling procedures; such mechanisms introduce
some overhead in the system.

For Wireless ATM networks, the scheduler has to allo-
cate resources effectively by taking into consideration the
QoS requirements of the supported applications. A call
admission control function is assumed to be employed as
well, shaping the set of the supported applications (ac-
cepted sessions). In this paper, the QoS is defined in terms
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of a maximum tolerable cell delay and dropping probabil-
ity. A cell is dropped when its maximum tolerable delay 1s
exceeded. Or, equivalently, when its remaining delay tol-
erance reaches zero and its service is not completed; the
remaining delay tolerance is equal to the maximum delay
tolerance when the cell is generated and decreases by one
in every subsequent slot (cell service time unit). Such QoS
parameters are typically associated with real-time applica-
tions such as voice and video.

The work presented in this paper is related to the MAC
protocol developed under the ACTS Magic WAND project
(MASCARA), [10]. The MASCARA protocol employs an
adaptive TDMA scheme built around the concept of vari-
able size frames. A frame is sub-divided in different peri-
ods, which are used for data transmission or exchange of
critical information related to new arrivals and scheduler
decisions. The performance of the MASCARA protocol has
been evaluated by means of simulations which - although
valuable - can not provide extensive insight into its be-
havior. In particular, it would be important to determine
(analytically) the optimal achievable system dropping rate
which would establish the performance limits of a variable
frame TDMA scheme as well as its relative performance po-
tential with respect to other related or alternative schemes.

The objective in this paper is to determine the minimum
system dropping rate (or, equivalently, dropping probabil-
ity) induced by variable frame TDMA schemes support-
ing time-constrained applications with common maximum
cell delay tolerance. In addition, the performance of re-
lated suboptimal schemes (due to overhead or simplified
(fixed) frame structure) is evaluated and the magnitude of
the (negative) impact of the associated limiting factors is
determined. Based on this study it is possible to point to
performance improving modifications which should be pur-
sued to the extent permitted by technological constraints.

The case of zero overhead is considered in Section II,
where the Ideal Variable Frame Length TDMA (IVFL-
TDMA) scheme is considered. The IVFL-TDMA scheme
employs a frame structure of variable length, at the bound-
aries of which scheduling decisions are taken. A gated-STE
service discipline is employed which starts servicing accord-
ing to the STE (Shortest Time to Extinction [11]) service
discipline the cells arrived before the beginning of the cur-
rent frame only (gated), until all such cells are either served
or dropped, marking the end of the current frame. That



Proceedings of 5th Intl. Workshop on Mobile Multimedia Communications MoMuc’98 October 12-14, 1998, Berlin

18, the scheduler services cells in the order of increasing re-
maining delay tolerance and drops expired (zero remaining
delay tolerance) cells. The scheduler is assumed to have
knowledge of the exact time when past arrivals occurred
when scheduling decisions are taken only, as opposed to
when these arrivals occur. Consequently, the gated-STE
service discipline could schedule cells differently than the
STE and, thus, suboptimally. This could be the case if an
earlier arriving cell has a remaining delay tolerance greater
than that of a later arriving cell at the time the later cell
arrives. If such arrivals occur during different frames then
the gated-STE service discipline would schedule for service
the earlier cell first while the STE service discipline would
schedule the later first. As a result, the performance of the
gated-STE service discipline may be suboptimal. As long
as always earlier arriving cells have a remaining delay tol-
erance less than or equal to that of a later arriving cell at
the time the later cell arrives, then the scheduling decisions
of the STE and gated-STE policies would coincide and the
resulting system performance be identical. The above con-
dition holds in the case in which all arrivals have the same
maximum delay tolerance which is assumed to be the case
in this paper.

In Section III, the more general case of nonzero over-
head - referred to as the Real Variable Frame Length
TDMA (RVFL-TDMA) scheme - is analyzed. RVFL-
TDMA is similar to the IVFL-TDMA scheme, only that
a fixed amount of time during each frame is utilized for
request/assignment exchange between the users and the
scheduler and not for cell transmission (frame overhead).
In the present study the impact of the overhead is evaluated
analytically by deriving tight bounds on the system drop-
ping rate and a number of interesting comparative results
are presented.

In Sections IV and V, two additional TDMA Schemes
are included for comparison. In Section IV the Ideal Con-
tinuous Entry TDMA (ICE-TDMA) scheme is presented.
The ICE-TDMA is equivalent to a (centralized) dynamic
TDM as it would be employed in a fixed network node. No
frame structure 1s present and the scheduler is assumed to
have knowledge of all past arrivals at the time when they
occur. Thus, cells are considered by the scheduler as soon
as they are generated (Continuous Entry) which would not
be feasible in a wireless environment (Ideal). Tt is assumed
that the scheduler employs the STE service discipline. The
closed form expression derived in [12] from the study of
this scheme provides insight into the more realistic TDM A
schemes in addition to determining a lower bound on the
system dropping rate under any TDMA scheme supporting
the same set of applications.

Section V presents the Real Fixed Frame Length TDMA
(RFFL-TDMA) scheme. The RFFL-TDMA assumes a
fixed frame length, a fixed part of which is considered to be
overhead. It should be noticed that the RFFL-TDMA can
be a non work conserving scheme since empty slots may
be left in a frame while cells are waiting for service. Tight
bounds on the induced system dropping rate - derived in
[12] - are used to evaluate the (negative) impact of fixing
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Fig. 1. Events and quantities of interest for the Real Variable Frame

Length TDMA scheme.

the frame length. The study of the RFFL-TDMA scheme
can be applied to the study of the Fixed Frame TDMA
Scheme (FF-TDMA), where the scheduler’s allocations do
not vary on demand but they are static (quasi-static), as
in T-1 systems (GSM sytems), eliminating (reducing) the
need for reservations overhead. Once again, comparisons
are presented between adaptive TDMA (RVFL-TDMA)
and static TDMA (FF-TDMA).

The common environment assumed in all TDMA
schemes consists of N memoryless time-constrained appli-
cations with identical maximum delay tolerance equal to T'
time units; the time unit is referred to as the (time) slot
and is assumed to be equal to the cell service time. The N
users compete for the time resource which is allocated by
the scheduler at the scheduling decision times, as indicated
earlier.

II. THE IDEAL VARIABLE FRAME LENGTH TDMA
(IVFL-TDMA) SCHEME

The IVFL-TDMA scheme described briefly in the intro-
duction is analyzed in this section.

Let t{ denote the instant of the k-th scheduling decision
or beginning of the k-th service cycle (frame); let Ly de-
note the length of this frame (L =t} ,, —t}) as shown in
Figure 1 (with Re = In = 0). Without loss of generality,
the arrival and departure processes are assumed to be right
continuous. If no cell is waiting for transmission at time
9, the present service cycle is empty and the next service
cycle begins after one time slot. That is, an empty service
cycle has a duration of 1 empty time slot. From the above
and since any cell waiting for more than 7" time slots must
be discarded, it follows that 1 < Ly <7

In the following subsections, the dropping rate is evalu-
ated using the following procedure: First, the conditional
expected number of dropped cells in a frame given that the
length of the previous frame is L, namely JTI/L(T), 1s com-
puted; superscript [ stands for ideal. Second, using the
transition probability matrix < Pi‘Ij >, describing the next
frame length given the current one, the steady state frame
length probability distribution II is calculated. Finally,
the dropping rate dZ(T) is computed as follows:

_ EL{CZTI/L(T)} ZZ'T:1 HzI‘ZrI/i(T)

dir

r
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Fig. 2. An example of the evolution of Aj_; (1), Bk_l(ﬂ'), and fr
during the (k-1)-th service cycle

A. Conditional expected number of dropped cells, dTI/L(T)

Let R(t) denote the cumulative arrivals up to (and in-
cluding) time ¢ (right continuous). Let Ap_i(r) (see Fig-
ure 2) denote the number of arrivals between time ti_l
and ¢{_, + 7, that is, 7 time slots after the beginning of
the previous service cycle:

Ak_l(T) = R(tk_l + T) — R(tk_l), 0<7< L.

Note that since sources are assumed to be memoryless,
the evolution of the process {Ak_l(r)}fial does not de-
pend on time ¢;z_; but only on the length of the previous
cycle, Lji_1; also Ak_l(O) = 0, since the arrival process is
right continuous.

At time ¢{ the scheduler considers the Ak_l(Lk_l) cells
waiting for transmission, schedules some of them for trans-
mission (namely Lj) and drops the rest (namely cihk).

At time ¢{_, 4+ 1 there will have arrived Ak_l(l) cells,
the last of which will have to wait the L;_; — 1 time slots
remaining for the end of the previous service cycle, plus
Ak_l(l) time slots to complete its transmission. If this
time (Ak_l(l) — 1+ Lp_1) is greater than the maximum
delay tolerance 7T', then Ak_l(l) —1—T 4+ Ly_q cells will
be dropped. In general, the number of cells that must be
discarded by time ¢{_| + 7, namely cik(r), Is given by:

di(r) = max{0, max [Ae_1(7') ~ f-]}

where f, =7 + 1T — L;_1,0< 7' < Lgp_1. An example of
the evolution of the process {Ak_l(r) fial
function f; is shown in Figure 2. Notice that f; represents
the maximum number of arrivals up to time 7 which can
be transmitted before their deadline expires.

Let my(7) = 1£nTeIL)<(T[Ak_1(T/) — 7']. Then cik(r) can be

rewritten as: cik(r) - max{0, my(7)— (T — Ly_1)}. Notice
that d, - the total number of cells dropped at #;, that is
at the beginning of the k-th service cycle- will be equal to

and the linear

not depend of the time ¢{ but only on the previous cy-
cle’s length Ly_y described by j. {A;(7)}._, represents
a right-continuous, discrete-valued, cumulative arrival pro-
cess which has initial value zero (4;(0) = 0), evolves for j
time slots, and has independent increments. The probabil-
ity of p arrivals at any given discrete-time (increment) is
given by [,.

Notice that d,; denotes the number of cells dropped at
the beginning of a service cycle that follows a service cycle
of length j; its probability is given by:

o B Pim()) =T—j+d} ifd>1
Pldng=d} = { Pim() <T—j}  ifd=0
Let the function P;(e) be defined as Pij(e) =

P{max{0, m(j)} = €}. It is shown in [12] that this function
can be computed using the recurrent formula:

Zzli:no{n,e-l-l} ltu—l(E‘i‘l_ﬂ) if e Z 1
Pile) = IPj_1(0) 4+ 0P (1) + L Pj_1(0) ife=0
0 elsewhere

with initial conditions: Py(e) = é(€) (i.e. zero always ex-
cept at Py(0) = 1).

Thus, the conditional expected number of dropped cells
at the present frame given the previous frame length is L
(JTI/L(T)) Is given by:

+ oo
Al (T) = B{di/Ly-y = L} =y dP{d, 1 = d}
+00 +O§:1
=Y dP{m(L)=T ~L+d} = dP(T — L+d)
d=1 d=1

B. Service Cycle Length’s Probability Distribution
Ly

The process {Bp_1(7)}>55" with generic representation
{B; (T)}{_:O (with j = Li—1) will be considered. Bk_l(r)
represents the number of ‘surviving’ (i.e. neither dropped
nor assigned for transmission yet) cells among the cells ar-
rived up to time ¢{_, 4+ 7. Thus, for the variable frame
length case:

Br_1(1) = Ap_1(7) — dp(7) and B;(r) = 4;(1) —d;(7)
An example of the evolution of {By_,(7) fial
in Figure 2. This evolution can be interpreted as if the
cells that will have to be dropped, are being discarded as
soon as this is realized, that is, each time Bj_1(7) tends
to become greater than the line f, =7 — Ly_1 + 7. It is
clear that Ly = Bk—l(Lk—1)~
Let PB.(i,T) = P{B;(r) = i/ maximum delay tolerance
= T}, then the following recurrent formula holds:

1s shown

czk(Lk_1). fi<T—j5+71
Let A;(r) , m(r) , d;(r), and d,; with j = L;_4

be the random variables associated with Ak_l(r), my (7),

ZluPBiA(i—N,T)
PBi(i,T)y=<¢ "% ,
SO IPB_(i—p,T) ifi=T—j+7

cik(r), and ciryk respectively. These random variables do p=1 c=p
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with initial condition PB} (i, T) = 6(:) (1 at ¢ = 0, zero
elsewhere). The first equation holds since no cell is dropped
in the actual time slot (7) when ¢ < T'—j+47; thus, B;(7) =
B;(t — 1)+ ar, where a, is the number of cells arriving at
time 7 (as before {, = P{a, = u}). The second equation
holds since cells may be dropped when ¢ = T — j + 7.
Thus, given that B;(7 — 1) = z, then if (and only if) a, >
T—j+7—xthen Bj(r)=T —j+r.

From PBL(i,T), PL may be calculated as:

¥
PI
iy {

and then the steady state probability distribution of the
service cycle length, I} = P{L; = i}, can be computed.

Finally, the dropping rate df(7) is computed from
(T) and Tl by using equation (1).

PBI(i,T) ifi>2
J J O
PBI(1,T)+ PBi(0,T) ifi=1

al,
I1I. THE REAL VARIABLE FRAME LENGTH TDMA
(RVFL-TDMA) SCHEME

The RVFL-TDMA scheme is analyzed in this section (see
Figure 1). The only difference between this scheme and
the previous one (Section IT) is the consideration of the
frame overhead. In this real scheme, the first Re time slots
at the beginning of every service cycle are consumed by
the user’s transmission requests; these Re time slots are
referred to as the reservation period. The next In time slots
are used by the scheduler to inform the users of its decisions
(slot assignments) and are referred to as the information
period. It is assumed that both Re and In are fixed and
independent of the traffic load, but the following results can
be easily extended to the case where the overhead period
depends on the previous service cycle length.

The k-th service cycle begins at time ¢{ — Re, when the
scheduler begins to receive the previous service cycle’s ar-
rival information of each user. At time ¢{ the scheduler
has all the required information, takes its scheduling deci-
sion and informs the users during the next In time slots.
At time ¢{ + In the user’s data transmissions (receptions)
begin.

Let ti,j denote the time at which the j-th user completes
the transmission of its request for slots of the k —th frame,
that is, provides to the scheduler information regarding its
arrivals over the (k — 1) — th frame; t{ — Re < ti,j <.
Clearly, this request will be based on user information (to
be transmitted) which is generated before ti,j' By assum-
ing that this request (at ti,j) represents all the information
generated by user j until ¢{ or ¢ — Re, the auxiliary sys-
tems L. and U are constructed. That is, the following key
assumptions are made regarding the content of the requests
from all users, leading to systems L and U :

L : At time ¢{ the scheduler knows about all arrivals up

to time ¢7.

U : At time ¢J the scheduler knows only about the ar-

rivals up to time ¢{ — Re.

Under the auxiliary system L, a cell arriving over the
interval < tiyj,ti > will be considered for service during
the & — th service cycle. Under the real scheme this cell

will be considered for service in the the (k4 1) —th service
cycle. Clearly, the cell delay under the real scheme will
be shaped by an additional service cycle length (Re 4+ In+
data) compared to that under system L. Thus, the auxiliary
system L outperforms the real system. A similar argument
between the real system and auxiliary system U regarding
cells generated over < ¢f — Re,tiyj > establishes that the
real scheme outperforms the auxihiary system U.

Let the superscripts I, R, L, U indicate a quantity associ-
ated with the IVFL-TDMA scheme, RVFL-TDMA scheme,
auxiliary system L and auxiliary system U, respectively. In
view of the above discussion it is easy to establish that:
db < db < df < dv.

The auxiliary systems L and U will be studied to calcu-
late tight (as it will be shown) bounds on the performance
induced by the real, variable frame length, gated scheme.

A. Computation of d-

Since the maximum delay tolerance 1s T, the service of
the last cell served over the k — th service cycle must be
completed by ¢/ + 7. Thus, the maximum length of a busy
(at least one served) frame will be equal to t{+7'— (¢ — Re).
Due to the overhead, the length of an empty frame will be
equal to Re+ In. Thus, Re+In < L < Re+ T for any k.
Let Ak_l(r), for 0 < 7 < Ly_1 represents the number
of cell arrivals (generations) over 7 consecutive slots fol-
lowing ¢{ | (as before); such arrivals will be considered for
service during the k — th frame (see Figure 1). Clearly,
Ak_l(Lk_l) represents all the arrivals (between ¢t{ | and
t7) to be considered for service during the k — th frame.
Since Ak_l(r) cells have arrived at time ¢J_, + 7, then
the last of these cells will have to wait L;,_; — Re — 7 time
slots (the remaining time for the end of the (k-1)-th service
cycle) plus the overhead period (Re 4+ In time slots) plus
Ak_l(r) time slots, in order to complete its transmission.
Clearly, if this time (Ak_l(r) — 7+ Lp_1+ In) is greater
that 7" time slots some cells will be dropped.
Thus, the number of cells arrived over < ¢J_,,#{ | +7 >
which must be discarded is given by:

cii(r) = max{0, | nax [Ak_l(r) —(r+T—=1In—Li_1)]}

T

= max{0, | nax [Ap_1(r) — (T + T — Ly},

where 7" = T'— In. For L;_; < 1" this expression is the
same to the one obtained in Section IT.A. The results of
Section II for the conditional dropping rate and the frame
length are still applicable here. Two cases need to be con-
sidered :

Casel: Re+In<j=Lp_1 <T' =T~ In.

Processes Ak_l(r) and Bk_l(r) (defined in Section II)
evolve as processes A;(7) and B;(7) with maximum delay
tolerance 7" = T — In, respectively. Taking into consid-
eration that L; = Bk—l(Lk—l) + Re + In the following
“adjustments” to the quantities derived in Section II lead
to the corresponding quantities associated with the auxil-
iary system L:

dk () = d!

v/ o (T —=1) , and
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Pk = PBI(i— Re—In,T - In)

where JTLM (T) and PZ»? denote the conditional expected
number of dropped cells in the present frame given that
the length of the previous frame is j, and the probability
that the present frame length is ¢ given that the previous
frame length is j, respectively.

Case2: T"=T—-In<j=Lp_.1 <Re+T.

The cells arriving at the first j — 7" time slots of frame
(k= 1) — th will be discarded; for the remaining 7" time
slots, Ak_l(r’) and Bk_l(r’) will evolve as processes A; (')
and B;(7') with maximum delay tolerance 7" and length
j' =1T". Then:

=T+ ImA+d}p_ 1, (T—1In)  and
PBE=IM(i — Re — In, T — In)

dyj;(T) =

PZ»? =
where A denotes the mean number of arrivals per slot.
ey S AL, TEA,(T)
> e 1F
where II¥ = P{L; = i at system L } and it is computed
from PZ»? .

d5(T) = (2)

B. Computation of dY

In the auxiliary system L, arrivals over the overhead pe-
riod Re + In are treated differently. The arrivals over Re
are served in the immediate service cycle while arrivals over
In are served one service cycle later. In the auxiliary sys-
tem U all arrivals over Re + In are served later. Thus, the
auxiliary system U can be viewed as equivalent to an auxil-
lary system L with parameters Re’ = 0 and In’ = Re+1In.
It is easy to establish that the performance of system U
can be derived from the performance of the corresponding
L system with delay tolerance reduced by Re. That is,
Re’ = Re, In' = In, and T/ = T — R and finally:

dY(T) = d=(T - Re)
IV. THE IpEAL ConTINUOUS ENTRY TDMA
(ICE-TDMA) SCHEME

Under the ICE-TDMA scheme the time-slots are
(re)allocated every time a mnew cell arrival occurs
(continuous-entry scheme). It is assumed that no time is
consumed for the users to make their reservation or for
the scheduler to inform the users of its assignments (ideal
scheme). In [12] a closed form expression for the dropping
as a function of the maximum delay tolerance T 1s derived.
It turns out that the dropping rate can be described as
the quotient between two ITR (Infinite Impulse Response)
filters as follows (see [12]) :

dr(T) — [ION(Z)/D_(Z)]_l’

where

D(Z) = 10+(10+ll_1)Z_1+(10+11+12—1)Z_2+

4o (lo4h +l+ .+l — 1)

l, = Play = p} for 4 = 0,...,n is the probability of
exactly g arrivals at any time slot; and A is the mean arrival
rate, that is, A = Zzzl wuly.

This method is computationally reliable and simple, and
can be carried out by employing one of several available
computational tools. The previous expression is valid for
different values of the mean arrival rate(}), even greater
than 1. For the case of interest, when A < 1, for large
values of the maximum delay tolerance (T') the dropping
rate will depend almost entirely on the dominant pole rg4
of the above filter (largest root of D(z)); thus d.(T) ~ arl
where « is a constant as explained in [12]. In the limiting
case when A = 1, the dominant pole r; = 1 and for large

values of T, it follows d,.(T) =~ %,
variance of the distribution of the number of arrivals.

where 012 1s the

V. THE REaL FIXED FRAME LENGTH TDMA
(RFFL-TDMA) SCHEME

Consider the RVFL-TDMA scheme in which the frame
length Ly is not variable (on-demand) but fixed and equal
to Ly time slots. As before, two auxiliary systems are de-
fined:

FL : At time t{ the scheduler knows about all arrivals

up to time t7.

FU : At time t{ the scheduler knows only about the ar-

rivals up to time t{ — Re

Let the superscripts F'L, FFR, and F'U indicate a quan-
tity associated with the auxiliary system FL, the RFFL-
TDMA scheme and the auxiliary system FU, respectively.
Similarly to Section II, it is easy to establish that: dfF <
dFF < gru.

The auxiliary systems FL and FU are studied in order
to derive tight bounds on the performance induced by the
RFFL-TDMA scheme. An approach similar to the one used
before to compute the dropping rate of the IVFL-TDMA
scheme is employed here. The reader is referred to [12] for
the complete procedure.

VI. NUMERICAL RESULTS AND DISCUSSION

In this section the performance of the RVFL-TDMA
scheme is analyzed by employing the analytical studies pre-
sented in the previous sections. In addition to evaluating
the impact of the key parameters - such as the maximum
delay tolerance T', the number of applications N, the length
of frame overhead, etc. - a comparison with the other two
aforementioned TDMA schemes is presented.

The lower and upper bounds on the dropping rate
induced under a RVFL-TDMA scheme supporting N=6
Bernoulli users are calculated by employing the auxiliary
systems L. and U and using the expressions derived in Sec-
tion III; the per user traffic rate is equal to 0.15. The results
are presented in Figure 3 as a function of the maximum de-
lay tolerance T' and for various values of (Re, In). For the
(small) values of the frame overhead (Re + In) considered
turns out that the bounds are very tight, suggesting that
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Dropping Rate (dr)

Fig. 3. Dropping rate bounds under the RVFL-TDMA scheme versus
maximum delay tolerance (T) for various values of (Re, In); total
traffic rate is A = 0.9 .

the results under the auxiliary system L (lower bound) can
serve as a good approximation on the exact dropping rate.
The results suggest that a small increase in the length of
the frame overhead results in a significant increase in the
dropping rate. Thus it may be worth trying to reduce the
length of the frame overhead by employing mechanisms
such as piggy-backing and arrival time estimation.

Figure 4 depicts the lower bound on the dropping rate
under the RVFL-TDMA scheme under different traffic con-
figurations. The results are shown as a function of 7" and
for various values of (Re, In) = (ov,0); ov is a shorthand
notation for overhead. Figure 4-(a) is derived for a set of
N = 6 Bernoulli users with per user rate of 0.15 (total
rate A = 0.9); Figure 4-(b) is derived for a set of N =5
Bernoulli users with per user rate of 0.20 (A = 1.0); Fig-
ure 4-(c) is derived for a set of N = 4 Bernoulli users with
per user rate of 0.20 (A = 0.8); Figure 4-(d) is derived for
a set of N = 50 Bernoulli users with per user rate of 0.016
(A =0.8).

From the values in Figure 4 (in log scale) the exponential
decay of the dropping rate can be observed for large T. This
is the case not only under zero frame overhead (as expected
since this result is equal to the one obtained under the ICE-
TDMA scheme of Section IV) but also in the presence of
frame overhead. By considering the results in Figure 4-(¢)
and Figure 4-(d) for small frame overhead length it can be
concluded that the induced dropping rate for N = 50 users
(Figure 4-(d)) is significantly greater than that for N =4
users (Figure 4-(c)), although A = 0.8 in both cases. This
difference may be attributed to the larger variance of the
traffic for N = 50 and decreases as the frame overhead
increases. Thus, the burstiness (variance) of the traffic
in addition to the rate may impact significantly on the
induced dropping rate.

The maximum number of users that can be supported
under the RVFL-TDMA scheme can be determined by con-
sidering the results in Figure 5, presenting the dropping
rate as a function of the number N of supported Bernoulli
users and for various values of (Re,In) = (overhead,0);
note that for a given (frame) overhead length, setting
Re = overhead and In = 0 will yield the lowest drop-
ping rate for the particular TDMA scheme. The results
shown in Figure 5 quantify the (negative) impact of the

(a) 6 users, A=0.90

(b) 5users, A=1.0

dropping rate
dropping rate

0 220 4 60 8 _ 100 0 220 4 60 8 _ 100
T T

(c) 4 users, A=0.80 (d) 50 users, A=0.80

dropping rate
dropping rate

0 20 40 60 80 100 0 20 40 60 80 100

Fig. 4. Dropping rate versus maximum delay tolerance (T) for dif-

ferent configurations of the RVFL-TDMA scheme.

dr vs #of users

10°

107

dropping rate (dr)

#of users

Fig. 5. Dropping rate versus number of users for the RVFL-TDMA
scheme; maximum delay tolerance T = 100 time slots.

frame overhead on the system utilization when a certain
level of QoS (dropping rate) is to be delivered; the per user
rate i1s 0.01 and the maximum delay tolerance is 100 time
slots.

If a specific cell loss probability (as opposed to system
dropping rate) is desired, then the cell loss probability can
be derived as the ration of the system dropping rate and to-
tal arrival rate (A = 0.01V). For example, for a maximum
cell loss probability of 107'2, reducing the frame overhead
length from 4 to 0 will allow to increase the number of
supported users from N = 78 to N & 87, an increase of
approximately equal to 11.5%.

The (system) dropping rate under the RFFL-TDMA
scheme is shown in Figure 6 as a function of the (fixed)
frame length L;; the frame overhead is given by (Re =
2,In = 0) and T = 100. Figures 6-(a) and 6-(b) are ob-
tained for N = 4 (A = 0.8) and N = 5 (A = 1.0) users,
respectively; the per Bernoulli user rate 1s 0.2. Since the
bounds on the dropping rate derived from the auxiliary
systems FL and FU (Section V) are very tight, only the
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(a) A=0.8 , Total overhead=2 (b) A=1.0, Total overhead=2

10°

Dropping rate (dr)
Dropping rate (dr)
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Fig. 6. Dropping rate versus frame length (fixed) for the RFFL-
TDMA scheme; maximum delay tolerance T' = 100 time slots.

lower bound is plotted. It can be observed that for a given
set of supported applications there exists an optimal (fixed)
frame length (namely L7} ) minimizing the induced dropping
rate. This optimal frame length is, in general, different
for a different set of supported applications, as illustrated
in Figure 6. It should be noted that all results under the
RFFL-TDMA scheme presented below are obtained for the
optimal value of the (fixed) frame length L.

Figure 7a (b) shows the dropping rate as a function of the
maximum delay tolerance under both the RVFL-TDMA
scheme - results also shown in Figure 4¢(b) - and the RFFL-
TDMA scheme. This figure illustrates the improved perfor-
mance induced by a variable frame length (RVFL-TDMA)
scheme compared to that of a fixed frame length (RFFL-
TDMA) scheme. The values of the frame overhead consid-
ered are (Re, In) = (1,0) and (Re, In) = (2,0). The results
are shown in Figure 7a and Figure 7b for N =4 (A = 0.8)
and N =5 (A = 1.0) Bernoulli users, respectively. Note
that the case of zero frame overhead is not considered since
in this case L} = 1 and the resulting TDMA scheme be-
comes equivalent to the ICE-TDMA scheme.

Figure 8 shows the dropping rate as a function of the
number of users under both the RVFL-TDMA scheme (re-
sults also shown in Figure 5) and the RFFL-TDMA scheme.
This figure illustrates the (positive) impact that allowing
the frame length to vary on demand (instead of being fixed)
has on the maximum number of admitted users, when a
certain level of QoS is to be delivered. As before (Fig-
ure 5), the users are Bernoulli with a per user rate of
0.01, the maximum delay tolerance is 100 time slots, and
(Re, In) = (overhead, 0) (with overhead = 1,2,3). Tt can
be noted that the gap between the schemes increases if the
frame overhead length is increased or the required drop-
ping rate is reduced (higher Quality of Service). When it
is required to deliver a dropping rate of at most 10715, us-
ing the RVFL-TDMA scheme instead of the RFFL-TDMA
scheme (for the same overhead) will increase the number of
admitted users by up to a 10%. This gain decreases when
the induced dropping rate is allowed to increase. When
the required dropping rate is around 10~* the difference in
the number of admitted users under both schemes will be
around 3%. These figures ( Figures 7 and 8 ) quantify an
important result of this paper.

The relative performance of variable frame length
TDMA schemes versus fixed frame schemes is shown in Fig-

(a)4dusers, A\=0.8

Dropping Rate
15
/
/
/

'8,
RVFL-TDMA Op% W N

———- RFFL-TDMA S

Dropping Rate

RVFL-TDMA

———- RFFL-TDMA

Fig. 7. Dropping rate under RVFL-TDMA and RFFL-TDMA

schemes versus maximum delay tolerance (T).

4
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Fig. 8. Dropping rate under RVFL-TDMA and RFFL-TDMA
schemes versus number of users; maximum delay tolerance T' =
100 time slots.

ure 9 under various traffic environments: N = 6 Bernoulli
users each of rate 0.15 (A = 0.9) are considered in case
(a) and N = 5 Bernoulli users each of rate 0.20 (A = 1.0)
are considered in case (b). N = 8 (N = 10) bursty users
with total rate of A = 0.8 (A = 1.0) are considered in case
(¢c) (case (d)). A bursty user generates 0 or 10 cells per
slot with corresponding probabilities 0.99 and 0.01, result-
ing in a rate of 0.1 cells/slot. Results are presented under
the FF-TDMA scheme with Ly = N, the IVFL-TDMA (or
ICE-TDMA) scheme and various RVFL;-TDMA schemes,
where k represents the total overhead. The IVFL-TDMA
scheme is the RVFL;-TDMA Scheme with & = 0 (no over-
head).

The FF-TDMA scheme with L; = N models a TDMA
scheme which allocates one slot to each user; no overhead 1s
present since no communication between the users and the
scheduler is necessary (similar to the TDM scheme used in
the T-1 system for voice transmission). The results under
this FF-TDMA scheme can be obtained by calculating the
dropping rate for each user from the study of an FL system
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under the FF-TDMA, RVFL;-TDMA, and ICE-TDMA schemes

for different traffic environments.

with parameters L; = N,Re = N —1 and In = 0 and
adding the results for all users. That is, each user may
be viewed as being alone in a RFFL-TDMA scheme with
overhead Re = N — 1,In = 0.

The IVFL-TDMA (ICE-TDMA) scheme - RVFLj-
TDMA scheme with & = 0 - is the optimal scheme yielding
the minimum possible system dropping rate. No slots are
wasted under the IVFL-TDMA (ICE-TDMA) scheme (no
pre-allocation of slots) while user/scheduler information ex-
change is assumed without any overhead (k = 0).

The RVFLy-TDMA scheme (i.e. & = N ) considered
in this figure assumes a contention-free request reservation
scheme which utilizes Re = N full slots per frame. That
is, each user has its own full slot for reservations; In =
0. Typically, it is expected that minislots (as opposed to
slots) would be assigned to users for reservations yielding
to a much smaller value of Re. The results under RVFL,-
TDMA schemes are obtained by employing the auxiliary
system L analyzed in Section III.A.

The results shown in Figure 9 demonstrate behavior an-
ticipated from the insight and discussions presented in this
paper. No scheme outperforms the IVFL-TDMA (ICE-
TDMA) scheme under any system configuration. Under
bursty traffic the FF-TDMA scheme is the poorest under
all values of A and T' considered. Under the (less bursty,
or more regular) Bernoulli traffic and rate A = 1 the FF-
TDMA scheme outperforms some of the RVFL;-TDMA
schemes (for £ > 2), while for lower rates (A = 0.9) the
FF-TDMA scheme is outperformed by the RVFL;-TDMA
scheme for small k£ and/or large values of T

VII. CONCLUSIONS

In this paper the performance of the variable frame TDMA
scheme has been investigated analytically and compared to
other related schemes. The (minimum) dropping rate in-
duced under the (optimal) IVFL-TDMA scheme has been

derived by employing a numerical approach, while present-
ing the more insightful analytical derivation of this quantity
under the (equivalent in this paper) ICE-TDMA scheme.
The cases of the sub-optimal (non-zero overhead) RVFL-
TDMA and (fixed frame) RFFL-TDMA schemes has been
considered as well and their performance has been com-
pared to that of the IVFL-TDMA scheme.

A number of interesting conclusions have been drawn
from the insightful consideration of these schemes and the
presented numerical results. It has been observed that for
the arrival rates of interest the frame overhead impacts
significantly on the achievable dropping rate, thus, every
effort should be made to reduce the overhead. A com-
parison between the RVFL-TDMA and the RFFL-TDMA
schemes shows that for the same amount of overhead, the
RFFL-TDMA scheme induces significantly larger system
dropping rate. A comparison between the RVFL-TDMA
with contention free reservation period and the FF-TDMA
schemes shows that no one scheme outperforms the other in
all cases; the formulas developed in this paper can be used
to identify the best one for a particular case. Both schemes
are far from the optimal, so there is room for significant im-
provement using techniques as for example piggy-backing
of the arrival information, or arrival time estimation.
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