
Proceedings of 5th Intl. Workshop on Mobile Multimedia Communications MoMuc'98 October 12-14, 1998, BerlinAchievable Dropping Rates under Variable Frame TDMA Schemes in the presence ofDeadlines and Overhead.C�esar Santiv�a~nez Ioannis StavrakakisElectrical and Computer Engineering Department409 Dana Research Building, 360 Huntington AvenueNortheastern University, Boston, MA 02115e-mail: ioannis(cesar)@.cdsp.neu.eduAbstract|The objective of this paper is to determine theminimum system dropping rate induced by variable frameTDMA schemes supporting time-constrained applicationswith common maximum cell delay tolerance. Expressionsare derived for the induced (optimal) system dropping rateand the maximum number of users that can be admittedin the network without violating the maximum droppingrate constrain is determined. In addition to the study ofthe optimal scheme, suboptimal TDMA schemes have beenconsidered, such as a variable frame TDMA scheme in thepresence of overhead and �xed frame TDMA schemes withand without overhead. The performance limiting factors as-sociated with the suboptimal schemes are identi�ed, and themagnitude of their (negative) impact is evaluated. Based onthis information it is possible to point to performance im-proving modi�cations which should be pursued to the extentpermitted by technological constraints.Keywords|Multiaccess, Quality of service, TDMA, vari-able frame, overhead, deadline, dropping rate.I. IntroductionWireless ATM is the natural choice for the local andbroadband wireless network supporting services such asvoice, data, image, and video [1], [2]. System architec-tures to enable \Wireless ATM" (WATM) have alreadybeen developed [3], [4], [5]. They employ a Data Link Con-trol (DLC) layer to combat the unreliability of the wirelesslink, and a Medium Access Control (MAC) protocol to or-ganize the sharing of the multiaccess channel.MACs for WATM have been examined in [3], [6], [7], [8],[9], [10]. They all employ TDMA with on-demand assign-ment of the transmission resources by a central agent orscheduler. The scheduler needs to be communicated by thedistributed users of their demands for resources, as wellas inform the users of its decision (slot assignment). Thiscommunication takes place at discrete points in time (it isnot continuous due to communication resource limitations)and is implemented by employing various mechanisms suchas a control channel, piggy-backing on information bearingcells and polling procedures; such mechanisms introducesome overhead in the system.For Wireless ATM networks, the scheduler has to allo-cate resources e�ectively by taking into consideration theQoS requirements of the supported applications. A calladmission control function is assumed to be employed aswell, shaping the set of the supported applications (ac-cepted sessions). In this paper, the QoS is de�ned in termsThis research is supported in part by a Fulbright Scholarship, theNational Science Foundation, and the GTE Corporation

of a maximum tolerable cell delay and dropping probabil-ity. A cell is dropped when its maximum tolerable delay isexceeded. Or, equivalently, when its remaining delay tol-erance reaches zero and its service is not completed; theremaining delay tolerance is equal to the maximum delaytolerance when the cell is generated and decreases by onein every subsequent slot (cell service time unit). Such QoSparameters are typically associated with real-time applica-tions such as voice and video.The work presented in this paper is related to the MACprotocol developed under the ACTS Magic WAND project(MASCARA), [10]. The MASCARA protocol employs anadaptive TDMA scheme built around the concept of vari-able size frames. A frame is sub-divided in di�erent peri-ods, which are used for data transmission or exchange ofcritical information related to new arrivals and schedulerdecisions. The performance of the MASCARA protocol hasbeen evaluated by means of simulations which - althoughvaluable - can not provide extensive insight into its be-havior. In particular, it would be important to determine(analytically) the optimal achievable system dropping ratewhich would establish the performance limits of a variableframe TDMA scheme as well as its relative performance po-tential with respect to other related or alternative schemes.The objective in this paper is to determine the minimumsystem dropping rate (or, equivalently, dropping probabil-ity) induced by variable frame TDMA schemes support-ing time-constrained applications with common maximumcell delay tolerance. In addition, the performance of re-lated suboptimal schemes (due to overhead or simpli�ed(�xed) frame structure) is evaluated and the magnitude ofthe (negative) impact of the associated limiting factors isdetermined. Based on this study it is possible to point toperformance improving modi�cations which should be pur-sued to the extent permitted by technological constraints.The case of zero overhead is considered in Section II,where the Ideal Variable Frame Length TDMA (IVFL-TDMA) scheme is considered. The IVFL-TDMA schemeemploys a frame structure of variable length, at the bound-aries of which scheduling decisions are taken. A gated-STEservice discipline is employed which starts servicing accord-ing to the STE (Shortest Time to Extinction [11]) servicediscipline the cells arrived before the beginning of the cur-rent frame only (gated), until all such cells are either servedor dropped, marking the end of the current frame. That



Proceedings of 5th Intl. Workshop on Mobile Multimedia Communications MoMuc'98 October 12-14, 1998, Berlinis, the scheduler services cells in the order of increasing re-maining delay tolerance and drops expired (zero remainingdelay tolerance) cells. The scheduler is assumed to haveknowledge of the exact time when past arrivals occurredwhen scheduling decisions are taken only, as opposed towhen these arrivals occur. Consequently, the gated-STEservice discipline could schedule cells di�erently than theSTE and, thus, suboptimally. This could be the case if anearlier arriving cell has a remaining delay tolerance greaterthan that of a later arriving cell at the time the later cellarrives. If such arrivals occur during di�erent frames thenthe gated-STE service discipline would schedule for servicethe earlier cell �rst while the STE service discipline wouldschedule the later �rst. As a result, the performance of thegated-STE service discipline may be suboptimal. As longas always earlier arriving cells have a remaining delay tol-erance less than or equal to that of a later arriving cell atthe time the later cell arrives, then the scheduling decisionsof the STE and gated-STE policies would coincide and theresulting system performance be identical. The above con-dition holds in the case in which all arrivals have the samemaximum delay tolerance which is assumed to be the casein this paper.In Section III, the more general case of nonzero over-head - referred to as the Real Variable Frame LengthTDMA (RVFL-TDMA) scheme - is analyzed. RVFL-TDMA is similar to the IVFL-TDMA scheme, only thata �xed amount of time during each frame is utilized forrequest/assignment exchange between the users and thescheduler and not for cell transmission (frame overhead).In the present study the impact of the overhead is evaluatedanalytically by deriving tight bounds on the system drop-ping rate and a number of interesting comparative resultsare presented.In Sections IV and V, two additional TDMA Schemesare included for comparison. In Section IV the Ideal Con-tinuous Entry TDMA (ICE-TDMA) scheme is presented.The ICE-TDMA is equivalent to a (centralized) dynamicTDM as it would be employed in a �xed network node. Noframe structure is present and the scheduler is assumed tohave knowledge of all past arrivals at the time when theyoccur. Thus, cells are considered by the scheduler as soonas they are generated (Continuous Entry) which would notbe feasible in a wireless environment (Ideal). It is assumedthat the scheduler employs the STE service discipline. Theclosed form expression derived in [12] from the study ofthis scheme provides insight into the more realistic TDMAschemes in addition to determining a lower bound on thesystem dropping rate under any TDMA scheme supportingthe same set of applications.Section V presents the Real Fixed Frame Length TDMA(RFFL-TDMA) scheme. The RFFL-TDMA assumes a�xed frame length, a �xed part of which is considered to beoverhead. It should be noticed that the RFFL-TDMA canbe a non work conserving scheme since empty slots maybe left in a frame while cells are waiting for service. Tightbounds on the induced system dropping rate - derived in[12] - are used to evaluate the (negative) impact of �xing
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g g gFig. 1. Events and quantities of interest for the Real Variable FrameLength TDMA scheme.the frame length. The study of the RFFL-TDMA schemecan be applied to the study of the Fixed Frame TDMAScheme (FF-TDMA), where the scheduler's allocations donot vary on demand but they are static (quasi-static), asin T-1 systems (GSM sytems), eliminating (reducing) theneed for reservations overhead. Once again, comparisonsare presented between adaptive TDMA (RVFL-TDMA)and static TDMA (FF-TDMA).The common environment assumed in all TDMAschemes consists of N memoryless time-constrained appli-cations with identical maximum delay tolerance equal to Ttime units; the time unit is referred to as the (time) slotand is assumed to be equal to the cell service time. The Nusers compete for the time resource which is allocated bythe scheduler at the scheduling decision times, as indicatedearlier.II. The Ideal Variable Frame Length TDMA(IVFL-TDMA) SchemeThe IVFL-TDMA scheme described brie
y in the intro-duction is analyzed in this section.Let tgk denote the instant of the k-th scheduling decisionor beginning of the k-th service cycle (frame); let Lk de-note the length of this frame (Lk = tgk+1 � tgk) as shown inFigure 1 (with Re = In = 0). Without loss of generality,the arrival and departure processes are assumed to be rightcontinuous. If no cell is waiting for transmission at timetgk, the present service cycle is empty and the next servicecycle begins after one time slot. That is, an empty servicecycle has a duration of 1 empty time slot. From the aboveand since any cell waiting for more than T time slots mustbe discarded, it follows that 1 � Lk � T .In the following subsections, the dropping rate is evalu-ated using the following procedure: First, the conditionalexpected number of dropped cells in a frame given that thelength of the previous frame is L, namely �d Ir=L(T ), is com-puted; superscript I stands for ideal. Second, using thetransition probability matrix < P Iij >, describing the nextframe length given the current one, the steady state framelength probability distribution �Ii is calculated. Finally,the dropping rate dIr(T ) is computed as follows:d Ir (T ) = ELf �d Ir=L(T )gEfLg = PTi=1�Ii �d Ir=i(T )PTi=1 i�Ii (1)
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L kFig. 2. An example of the evolution of Âk�1(�), B̂k�1(�), and f�during the (k-1)-th service cycleA. Conditional expected number of dropped cells, d Ir=L(T )Let R(t) denote the cumulative arrivals up to (and in-cluding) time t (right continuous). Let Âk�1(� ) (see Fig-ure 2) denote the number of arrivals between time tgk�1and tgk�1 + � , that is, � time slots after the beginning ofthe previous service cycle:Âk�1(� ) = R(tk�1 + � )� R(tk�1); 0 � � � Lk�1:Note that since sources are assumed to be memoryless,the evolution of the process fÂk�1(� )gLk�1�=0 does not de-pend on time tk�1 but only on the length of the previouscycle, Lk�1; also Âk�1(0) = 0, since the arrival process isright continuous.At time tgk the scheduler considers the Âk�1(Lk�1) cellswaiting for transmission, schedules some of them for trans-mission (namely Lk) and drops the rest (namely d̂r;k).At time tgk�1 + 1 there will have arrived Âk�1(1) cells,the last of which will have to wait the Lk�1 � 1 time slotsremaining for the end of the previous service cycle, plusÂk�1(1) time slots to complete its transmission. If thistime (Âk�1(1) � 1 + Lk�1) is greater than the maximumdelay tolerance T , then Âk�1(1) � 1� T + Lk�1 cells willbe dropped. In general, the number of cells that must bediscarded by time tgk�1 + � , namely d̂k(� ), is given by:d̂k(� ) = maxf0; max1�� 0�� [Âk�1(� 0)� f� 0 ]gwhere f� 0 = � 0 + T � Lk�1; 0 � � 0 � Lk�1. An example ofthe evolution of the process fÂk�1(� )gLk�1�=0 and the linearfunction f� is shown in Figure 2. Notice that f� representsthe maximum number of arrivals up to time � which canbe transmitted before their deadline expires.Let m̂k(� ) = max1�� 0��[Âk�1(� 0) � � 0]. Then d̂k(� ) can berewritten as: d̂k(� ) = maxf0; m̂k(� )� (T �Lk�1)g. Noticethat d̂r;k - the total number of cells dropped at tk, that isat the beginning of the k-th service cycle- will be equal tod̂k(Lk�1).Let Aj(� ) , m(� ) , dj(� ), and dr;j with j = Lk�1be the random variables associated with Âk�1(� ), m̂k(� ),d̂k(� ), and d̂r;k respectively. These random variables do

not depend of the time tgk but only on the previous cy-cle's length Lk�1 described by j. fAj(� )gj�=0 representsa right-continuous, discrete-valued, cumulative arrival pro-cess which has initial value zero (Aj(0) = 0), evolves for jtime slots, and has independent increments. The probabil-ity of � arrivals at any given discrete-time (increment) isgiven by l�.Notice that dr;j denotes the number of cells dropped atthe beginning of a service cycle that follows a service cycleof length j; its probability is given by:Pfdr;j = dg = � Pfm(j) = T � j + dg if d � 1Pfm(j) � T � jg if d = 0Let the function Pj(�) be de�ned as Pj(�) =Pfmaxf0;m(j)g = �g. It is shown in [12] that this functioncan be computed using the recurrent formula:Pj(�) = 8<: Pminfn;�+1g�=0 l�Pj�1(�+ 1� �) if � � 1l0Pj�1(0) + l0Pj�1(1) + l1Pj�1(0) if � = 00 elsewherewith initial conditions: P0(�) = �(�) (i.e. zero always ex-cept at P0(0) = 1).Thus, the conditional expected number of dropped cellsat the present frame given the previous frame length is L( �d Ir=L(T )) is given by:�d Ir=L(T ) = Efd̂r;k=Lk�1 = Lg = +1Xd=1 dPfdr;L = dg= +1Xd=1 dPfm(L) = T � L + dg = +1Xd=1 dPL(T � L+ d)B. Service Cycle Length's Probability DistributionThe process fB̂k�1(� )gLk�1�=0 with generic representationfBj(� )gj�=0 (with j = Lk�1) will be considered. B̂k�1(� )represents the number of `surviving' (i.e. neither droppednor assigned for transmission yet) cells among the cells ar-rived up to time tgk�1 + � . Thus, for the variable framelength case:B̂k�1(� ) = Âk�1(� )� d̂k(� ) and Bj(� ) = Aj(� )� dj(� )An example of the evolution of fB̂k�1(� )gLk�1�=0 is shownin Figure 2. This evolution can be interpreted as if thecells that will have to be dropped, are being discarded assoon as this is realized, that is, each time Bk�1(� ) tendsto become greater than the line f� = T � Lk�1 + � . It isclear that Lk = B̂k�1(Lk�1).Let PBj� (i; T ) = PfBj(� ) = i= maximum delay tolerance= Tg, then the following recurrent formula holds:PBj� (i; T ) = 8>>>><>>>>: nX�=0 l�PBj��1(i� �; T ) if i < T � j + �nX�=1( nX�=� l�)PBj��1(i� �; T ) if i = T � j + �



Proceedings of 5th Intl. Workshop on Mobile Multimedia Communications MoMuc'98 October 12-14, 1998, Berlinwith initial condition PBj0(i; T ) = �(i) (1 at i = 0, zeroelsewhere). The �rst equation holds since no cell is droppedin the actual time slot (� ) when i < T�j+� ; thus, Bj(� ) =Bj(� � 1) + a� , where a� is the number of cells arriving attime � (as before l� = Pfa� = �g). The second equationholds since cells may be dropped when i = T � j + � .Thus, given that Bj(� � 1) = x, then if (and only if) a� �T � j + � � x then Bj(� ) = T � j + � .From PBj� (i; T ), P Iij may be calculated as:P Iij = ( PBjj (i; T ) if i � 2PBjj (1; T ) + PBjj (0; T ) if i = 1and then the steady state probability distribution of theservice cycle length, �Ii = PfLk = ig, can be computed.Finally, the dropping rate d Ir (T ) is computed from�d Ir=L(T ) and �Ii by using equation (1).III. The Real Variable Frame Length TDMA(RVFL-TDMA) SchemeThe RVFL-TDMA scheme is analyzed in this section (seeFigure 1). The only di�erence between this scheme andthe previous one (Section II) is the consideration of theframe overhead. In this real scheme, the �rst Re time slotsat the beginning of every service cycle are consumed bythe user's transmission requests; these Re time slots arereferred to as the reservation period. The next In time slotsare used by the scheduler to inform the users of its decisions(slot assignments) and are referred to as the informationperiod. It is assumed that both Re and In are �xed andindependent of the tra�c load, but the following results canbe easily extended to the case where the overhead perioddepends on the previous service cycle length.The k-th service cycle begins at time tgk � Re, when thescheduler begins to receive the previous service cycle's ar-rival information of each user. At time tgk the schedulerhas all the required information, takes its scheduling deci-sion and informs the users during the next In time slots.At time tgk + In the user's data transmissions (receptions)begin.Let tgk;j denote the time at which the j-th user completesthe transmission of its request for slots of the k� th frame,that is, provides to the scheduler information regarding itsarrivals over the (k � 1) � th frame; tgk � Re � tgk;j � tgk.Clearly, this request will be based on user information (tobe transmitted) which is generated before tgk;j. By assum-ing that this request (at tgk;j) represents all the informationgenerated by user j until tgk or tgk � Re, the auxiliary sys-tems L and U are constructed. That is, the following keyassumptions are made regarding the content of the requestsfrom all users, leading to systems L and U :L : At time tgk the scheduler knows about all arrivals upto time tgk.U : At time tgk the scheduler knows only about the ar-rivals up to time tgk �Re.Under the auxiliary system L, a cell arriving over theinterval < tgk;j; tgk > will be considered for service duringthe k � th service cycle. Under the real scheme this cell

will be considered for service in the the (k+1)� th servicecycle. Clearly, the cell delay under the real scheme willbe shaped by an additional service cycle length (Re+ In+data) compared to that under system L. Thus, the auxiliarysystem L outperforms the real system. A similar argumentbetween the real system and auxiliary system U regardingcells generated over < tgk � Re; tgk;j > establishes that thereal scheme outperforms the auxiliary system U.Let the superscripts I;R; L; U indicate a quantity associ-ated with the IVFL-TDMA scheme, RVFL-TDMA scheme,auxiliary system L and auxiliary system U, respectively. Inview of the above discussion it is easy to establish that:dIr < dLr � dRr � dUr .The auxiliary systems L and U will be studied to calcu-late tight (as it will be shown) bounds on the performanceinduced by the real, variable frame length, gated scheme.A. Computation of dLrSince the maximum delay tolerance is T, the service ofthe last cell served over the k � th service cycle must becompleted by tgk+T . Thus, the maximum length of a busy(at least one served) frame will be equal to tgk+T�(tgk�Re).Due to the overhead, the length of an empty frame will beequal to Re+ In. Thus, Re+ In � Lk � Re+T for any k.Let Âk�1(� ), for 0 � � � Lk�1 represents the numberof cell arrivals (generations) over � consecutive slots fol-lowing tgk�1 (as before); such arrivals will be considered forservice during the k � th frame (see Figure 1). Clearly,Âk�1(Lk�1) represents all the arrivals (between tgk�1 andtgk) to be considered for service during the k � th frame.Since Âk�1(� ) cells have arrived at time tgk�1 + � , thenthe last of these cells will have to wait Lk�1�Re� � timeslots (the remaining time for the end of the (k-1)-th servicecycle) plus the overhead period (Re + In time slots) plusÂk�1(� ) time slots, in order to complete its transmission.Clearly, if this time (Âk�1(� ) � � + Lk�1 + In) is greaterthat T time slots some cells will be dropped.Thus, the number of cells arrived over < tgk�1; tgk�1 + � >which must be discarded is given by:d̂Lk (� ) = maxf0; max1�� 0��[Âk�1(� )� (� + T � In � Lk�1)]g= maxf0; max1�� 0��[Âk�1(� )� (� + T 0 � Lk�1)]g;where T 0 = T � In. For Lk�1 � T 0 this expression is thesame to the one obtained in Section II.A. The results ofSection II for the conditional dropping rate and the framelength are still applicable here. Two cases need to be con-sidered :Case 1 : Re+ In � j = Lk�1 � T 0 = T � In.Processes Âk�1(� ) and B̂k�1(� ) (de�ned in Section II)evolve as processes Aj(� ) and Bj(� ) with maximum delaytolerance T 0 = T � In, respectively. Taking into consid-eration that Lk = B̂k�1(Lk�1) + Re + In the following\adjustments" to the quantities derived in Section II leadto the corresponding quantities associated with the auxil-iary system L:�dLr=j(T ) = �d Ir=j(T � I) , and



Proceedings of 5th Intl. Workshop on Mobile Multimedia Communications MoMuc'98 October 12-14, 1998, BerlinPLij = PBjj (i � Re� In; T � In)where �dLr=j(T ) and PLij denote the conditional expectednumber of dropped cells in the present frame given thatthe length of the previous frame is j, and the probabilitythat the present frame length is i given that the previousframe length is j, respectively.Case 2 : T 0 = T � In < j = Lk�1 � Re+ T .The cells arriving at the �rst j � T 0 time slots of frame(k � 1) � th will be discarded; for the remaining T 0 timeslots, Âk�1(� 0) and B̂k�1(� 0) will evolve as processes Aj(� 0)and Bj(� 0) with maximum delay tolerance T 0 and lengthj0 = T 0. Then:�dLr=j(T ) = (j � T + In)� + �d Ir=T�In(T � In) , andPLij = PBT�InT�In(i �Re � In; T � In)where � denotes the mean number of arrivals per slot.Finally, dLr (T ) = PRe+Tj=Re+In�Lj �dLr=j(T )PR+Tj=R+I j�Lj (2)where �Li = PfLk = i at system L g and it is computedfrom PLij .B. Computation of dUrIn the auxiliary system L, arrivals over the overhead pe-riod Re + In are treated di�erently. The arrivals over Reare served in the immediate service cycle while arrivals overIn are served one service cycle later. In the auxiliary sys-tem U all arrivals over Re+ In are served later. Thus, theauxiliary system U can be viewed as equivalent to an auxil-iary system L with parameters Re0 = 0 and In0 = Re+In.It is easy to establish that the performance of system Ucan be derived from the performance of the correspondingL system with delay tolerance reduced by Re. That is,Re0 = Re, In0 = In, and T 0 = T �R and �nally:dUr (T ) = dLr (T � Re)IV. The Ideal Continuous Entry TDMA(ICE-TDMA) SchemeUnder the ICE-TDMA scheme the time-slots are(re)allocated every time a new cell arrival occurs(continuous-entry scheme). It is assumed that no time isconsumed for the users to make their reservation or forthe scheduler to inform the users of its assignments (idealscheme). In [12] a closed form expression for the droppingas a function of the maximum delay tolerance T is derived.It turns out that the dropping rate can be described asthe quotient between two IIR (In�nite Impulse Response)�lters as follows (see [12]) :dr(T ) = [l0N (z)=D(z)]�1[Y (z)]�1 ; whereN (z) = z�1[D(z) + � � 1]1� z�1 , Y (z) = l0z�11� z�1D(z)

D(z) = l0 + (l0 + l1 � 1)z�1 + (l0 + l1 + l2 � 1)z�2 ++ : : :+ (l0 + l1 + l2 + : : :+ ln�1 � 1)z�(n�1)l� = Pfak = �g for � = 0; : : : ; n is the probability ofexactly � arrivals at any time slot; and � is the mean arrivalrate, that is, � =Pn�=1 �l�.This method is computationally reliable and simple, andcan be carried out by employing one of several availablecomputational tools. The previous expression is valid fordi�erent values of the mean arrival rate(�), even greaterthan 1. For the case of interest, when � < 1, for largevalues of the maximum delay tolerance (T ) the droppingrate will depend almost entirely on the dominant pole rdof the above �lter (largest root of D(z)); thus dr(T ) � �rTdwhere � is a constant as explained in [12]. In the limitingcase when � = 1, the dominant pole rd = 1 and for largevalues of T , it follows dr(T ) � �2l2(T+1) , where �2l is thevariance of the distribution of the number of arrivals.V. The Real Fixed Frame Length TDMA(RFFL-TDMA) SchemeConsider the RVFL-TDMA scheme in which the framelength Lk is not variable (on-demand) but �xed and equalto Lf time slots. As before, two auxiliary systems are de-�ned:FL : At time tgk the scheduler knows about all arrivalsup to time tgk.FU : At time tgk the scheduler knows only about the ar-rivals up to time tgk �ReLet the superscripts FL;FR, and FU indicate a quan-tity associated with the auxiliary system FL, the RFFL-TDMA scheme and the auxiliary system FU, respectively.Similarly to Section III, it is easy to establish that: dFLr �dFRr � dFUr .The auxiliary systems FL and FU are studied in orderto derive tight bounds on the performance induced by theRFFL-TDMA scheme. An approach similar to the one usedbefore to compute the dropping rate of the IVFL-TDMAscheme is employed here. The reader is referred to [12] forthe complete procedure.VI. Numerical Results and DiscussionIn this section the performance of the RVFL-TDMAscheme is analyzed by employing the analytical studies pre-sented in the previous sections. In addition to evaluatingthe impact of the key parameters - such as the maximumdelay tolerance T , the number of applicationsN , the lengthof frame overhead, etc. - a comparison with the other twoaforementioned TDMA schemes is presented.The lower and upper bounds on the dropping rateinduced under a RVFL-TDMA scheme supporting N=6Bernoulli users are calculated by employing the auxiliarysystems L and U and using the expressions derived in Sec-tion III; the per user tra�c rate is equal to 0.15. The resultsare presented in Figure 3 as a function of the maximum de-lay tolerance T and for various values of (Re; In). For the(small) values of the frame overhead (Re + In) consideredturns out that the bounds are very tight, suggesting that
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ΤFig. 3. Dropping rate bounds under the RVFL-TDMA scheme versusmaximum delay tolerance (T) for various values of (Re; In); totaltra�c rate is � = 0:9 .the results under the auxiliary system L (lower bound) canserve as a good approximation on the exact dropping rate.The results suggest that a small increase in the length ofthe frame overhead results in a signi�cant increase in thedropping rate. Thus it may be worth trying to reduce thelength of the frame overhead by employing mechanismssuch as piggy-backing and arrival time estimation.Figure 4 depicts the lower bound on the dropping rateunder the RVFL-TDMA scheme under di�erent tra�c con-�gurations. The results are shown as a function of T andfor various values of (Re; In) = (ov; 0); ov is a shorthandnotation for overhead. Figure 4-(a) is derived for a set ofN = 6 Bernoulli users with per user rate of 0.15 (totalrate � = 0:9); Figure 4-(b) is derived for a set of N = 5Bernoulli users with per user rate of 0.20 (� = 1:0); Fig-ure 4-(c) is derived for a set of N = 4 Bernoulli users withper user rate of 0.20 (� = 0:8); Figure 4-(d) is derived fora set of N = 50 Bernoulli users with per user rate of 0.016(� = 0:8).From the values in Figure 4 (in log scale) the exponentialdecay of the dropping rate can be observed for large T. Thisis the case not only under zero frame overhead (as expectedsince this result is equal to the one obtained under the ICE-TDMA scheme of Section IV) but also in the presence offrame overhead. By considering the results in Figure 4-(c)and Figure 4-(d) for small frame overhead length it can beconcluded that the induced dropping rate for N = 50 users(Figure 4-(d)) is signi�cantly greater than that for N = 4users (Figure 4-(c)), although � = 0:8 in both cases. Thisdi�erence may be attributed to the larger variance of thetra�c for N = 50 and decreases as the frame overheadincreases. Thus, the burstiness (variance) of the tra�cin addition to the rate may impact signi�cantly on theinduced dropping rate.The maximum number of users that can be supportedunder the RVFL-TDMA scheme can be determined by con-sidering the results in Figure 5, presenting the droppingrate as a function of the number N of supported Bernoulliusers and for various values of (Re; In) = (overhead; 0);note that for a given (frame) overhead length, settingRe = overhead and In = 0 will yield the lowest drop-ping rate for the particular TDMA scheme. The resultsshown in Figure 5 quantify the (negative) impact of the
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Fig. 6. Dropping rate versus frame length (�xed) for the RFFL-TDMA scheme; maximum delay tolerance T = 100 time slots.lower bound is plotted. It can be observed that for a givenset of supported applications there exists an optimal (�xed)frame length (namely L�f ) minimizing the induced droppingrate. This optimal frame length is, in general, di�erentfor a di�erent set of supported applications, as illustratedin Figure 6. It should be noted that all results under theRFFL-TDMA scheme presented below are obtained for theoptimal value of the (�xed) frame length L�f .Figure 7a (b) shows the dropping rate as a function of themaximum delay tolerance under both the RVFL-TDMAscheme - results also shown in Figure 4c(b) - and the RFFL-TDMA scheme. This �gure illustrates the improved perfor-mance induced by a variable frame length (RVFL-TDMA)scheme compared to that of a �xed frame length (RFFL-TDMA) scheme. The values of the frame overhead consid-ered are (Re; In) = (1; 0) and (Re; In) = (2; 0). The resultsare shown in Figure 7a and Figure 7b for N = 4 (� = 0:8)and N = 5 (� = 1:0) Bernoulli users, respectively. Notethat the case of zero frame overhead is not considered sincein this case L�f = 1 and the resulting TDMA scheme be-comes equivalent to the ICE-TDMA scheme.Figure 8 shows the dropping rate as a function of thenumber of users under both the RVFL-TDMA scheme (re-sults also shown in Figure 5) and the RFFL-TDMA scheme.This �gure illustrates the (positive) impact that allowingthe frame length to vary on demand (instead of being �xed)has on the maximum number of admitted users, when acertain level of QoS is to be delivered. As before (Fig-ure 5), the users are Bernoulli with a per user rate of0.01, the maximum delay tolerance is 100 time slots, and(Re; In) = (overhead; 0) (with overhead = 1; 2; 3). It canbe noted that the gap between the schemes increases if theframe overhead length is increased or the required drop-ping rate is reduced (higher Quality of Service). When itis required to deliver a dropping rate of at most 10�16, us-ing the RVFL-TDMA scheme instead of the RFFL-TDMAscheme (for the same overhead) will increase the number ofadmitted users by up to a 10%. This gain decreases whenthe induced dropping rate is allowed to increase. Whenthe required dropping rate is around 10�4 the di�erence inthe number of admitted users under both schemes will bearound 3%. These �gures ( Figures 7 and 8 ) quantify animportant result of this paper.The relative performance of variable frame lengthTDMA schemes versus �xed frame schemes is shown in Fig-
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