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PrefaceThis dissertation presents a novel framework for the development of mechanisms thatsupport scalable routing in wireless ad hoc networks|a class of network architec-ture characterized by its dynamic topology, randomly varying channel quality andlimited resources. In general, the nodes of an ad hoc network are mobile and relyentirely on wireless transmission without a �xed infrastructure or dedicated communi-cations devices. Consequently, network control functions including routing and tra�cmanagement must be performed by the nodes themselves. Hence, an ad hoc networke�ectively consists of a set of mobile wireless routers participating in adaptive routingalgorithms that must be responsive enough to meet application requirements withoutconsuming excessive energy and bandwidth, or leading to system instability.Despite the diversity of conditions that may be encountered in ad hoc networks,the research community has lacked su�cient depth of understanding of the limitationsof current ad hoc routing protocols, and their dependence on interacting systemparameters and environmental factors. As such, the majority of research focused onad hoc network routing protocol design has resulted in strategies that are limited inpractical terms to a narrow range of environments. The success of the technology,however, depends on the development of scalable routing algorithms that are capableof adapting e�ciently to substantially greater variation in network size and range, aswell as signi�cant temporal and spatial variation in tra�c and mobility patterns.The fundamental tenet of this research is based on the observation that engaging ina single ad hoc routing strategy is insu�cient for e�ectively adapting to the wide rangeof environments present in such networks. Instead, a multi-mode routing strategyshould be developed that applies the \mode" determined to be most e�ective ativ



a given point in time and for the appropriate portion of the network. To achievethis objective, however, would require a deeper knowledge of the tradeo�s inherentin routing algorithm design and performance in dynamically changing environmentsthan that available through the existing literature.The research results presented in this dissertation represent a signi�cant theoreti-cal and practical contribution that advances the state-of-the-art in the �eld of ad hocnetworks by addressing several di�cult challenges that are encountered in the syn-thesis of a multi-mode routing framework. Speci�cally, a comprehensive analysis ofsimpli�ed variants of \limited" link-state routing in the context of scalability demon-strates the impact of link-state dissemination policies on network performance. Theresults lead to the derivation of a novel algorithm, namely Hazy Sighted Link-State(HSLS) that is shown to provide an optimal balance between control overhead androute optimality. Next, an in-depth theoretical analysis of the asymptotic perfor-mance of a representative set of the fundamental classes of ad hoc routing protocolsis presented with respect to tra�c, mobility and size. The analytical results, whichare the �rst of their kind, provide insight into the fundamental properties and lim-itations of ad hoc networks (limits, trade-o�s, and behavior), and demonstrate thefeasibility of utilizing HSLS, an easy-to-implement, low-overhead alternative to com-plex dynamic hierarchical schemes in order to achieve scalability.The practical contribution that completes the basic framework focuses on twonovel enabling algorithms, namely, the Limited Link State (LLS) and Self-Organizing(SO) algorithms. Together, these algorithms can be combined into an e�ective multi-mode routing strategy that adapts to any ad hoc network condition|from smallnetworks consisting of low mobility nodes to large networks of highly mobile nodes toheterogeneous networks consisting of di�erent classes of users|in order to make themost e�cient routing decisions. These algorithms employ novel metrics that capturethe mobility and tra�c pattern of a subsets of the network. Based on the multi-modeframework, once the current local structure of the network is determined utilizingthese metrics, the 'mode' of operation can be shifted on a localized basis to thatwhich is best suited for the environment. v
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Chapter 1IntroductionWireless networks can be classi�ed according to their organization and structure aseither infrastructure-based or ad hoc networks. As an example of an infrastructure-based network consider the cellular system, wherein the mobile nodes access a �xednetwork through well established access points, namely, base stations. Node mobilityis handled by means of a location management agent whose function is to discoverthe �xed network's access point to reach any mobile destination. Once the currentaccess point is discovered, routing is achieved by the control algorithms of the �xednetwork; that is, in an infrastructure-based network, the routing functionalities areexecuted in the �xed network only and the mobile nodes have neither routing norswitching capabilities.The fundamental characteristic of a wireless ad hoc network, distinguishing itfrom a cellular system, is that it does not assume any well de�ned �xed network in-frastructure. If such an underlying infrastructure exists, it will not be known a prioriand must be capable of changing dynamically. An ad hoc network may be charac-terized as a rapidly deployable association of mobile nodes whose mobility patternsmay be unpredictable or probabilistic at best, in an environment lacking a supportinginfrastructure. In order to support arbitrary communications between end-points inan ad hoc network a subset of the nodes must have routing capabilities. Such nodesare essentially treated as mobile base stations when engaged in the communicationbetween two end-points. 1



CHAPTER 1. Introduction 2Node mobility may vary widely among the nodes|some nodes may be highlymobile, whereas others may be very slow moving or even stationary. Relative mobilitypatterns or group movement may relate to speci�c shared goals, or may be arbitrary,not involving related nodes. Heterogeneity is also expected in future ad hoc networks.Some nodes may have only one interface, whereas others may have several interfaces,allowing them to become gateways between di�erent classes of subnetworks. Theavailable transmission bandwidth, processing capabilities and power constraints mayalso vary signi�cantly from one node to another.Ad hoc networks are useful whenever and wherever it is impossible, impractical,or too expensive to build, maintain or enhance network infrastructure. Applicationsfor ad hoc networks range from rapidly deployable instant infrastructure networks formilitary and civil operations, to networks of intelligent sensor devices. Sensors aretypically power constrained and may be required to operate under extreme conditionsfor long periods of time without intervention. Ad hoc networks may also be utilizedcommercially to increase the capacity, range and quality-of-service (QoS) support ofinfrastructured wireless networks. They may extend network coverage into shadowareas or increase the total throughput in a dense cell (spatial reuse) by allowingthe nodes to forward packets directly in a multi-hop fashion. In each of these caseswhat characterizes the network is not a lack of structure, but the existence of aninstantaneous and dynamic structure. The network dynamics may relate directly toa common task among network users, as would be the case in a military operation.However, ad hoc networks may also support unrelated users as a virtual wirelessInternet. In this case the pattern of the network structure and its dynamics may bevery unpredictable and is not related to any common goal.In summary, ad hoc networks are rapidly varying, bandwidth and energy con-strained networks supporting a wide range of users with di�erent characteristics (mo-bility, tra�c patterns, etc.) and communications requirements. They may consistentirely of nodes that function as routers, or they may be hybrid networks with bothrouting and non-routing nodes. Furthermore, an ad hoc network may require in-terconnection with a wired network. All of these properties make the problem ofe�ectively routing and supporting QoS in ad hoc networks very challenging.



CHAPTER 1. Introduction 3The traditional approaches to routing in �xed packet-switched networks are basedupon two fundamental classes of routing algorithms: link-state (LS) and distance vec-tor (DV). In general, these approaches are well suited to adaptive routing in slowlychanging networks. However, routing in large networks requires complex, �xed hier-archies. Due to slow convergence times, routing table loops and high communicationsoverhead in large networks, basic LS and DV approaches would fail in a highly dy-namic ad hoc network environment. A signi�cant problem is that these algorithmswould tend to consume a signi�cant portion of the available bandwidth to maintainroutes that may no longer be valid by the time a node has made a new routing deci-sion for a given destination. Traditional hierarchical approaches can not be e�ectivein this changing environment as they are designed o�-line and remain �xed.Despite the many challenges associated with routing in ad hoc networks, severalprotocols have been proposed that appear to be e�ective in small ad hoc networkswith limited mobility. However, the ability of those protocols to adapt or maintainstability rapidly fades as the network size or the mobility level increase, or the avail-able bandwidth or energy decrease. The typical approach in designing most of theearly ad hoc network routing protocols was based on consideration of a narrow rangeof possible environments. Hence, failure to adapt e�ciently or e�ectively to the widerange of conditions expected in ad hoc networks is universal.The fundamental tenet of this research is based on the observation that engagingin a single ad hoc routing strategy is insu�cient for e�ectively adapting to the widerange of environments present in such networks. Such diverse environments cannotbe e�ectively taken into consideration by simply adjusting the parameters of a singleprotocol. Instead, a uni�ed multi-mode routing strategy should be developed thatapplies the \mode" determined to be most e�ective at a given point in time and forthe appropriate portion of the network. This determination is based on a structure-learning/engaging capability that is integral to the multi-mode approach. To achievethis objective, however, would require a deeper knowledge of the tradeo�s inherentin routing algorithm's design and performance in dynamically changing environmentsthan that available through the existing literature.This dissertation presents a novel framework for achieving scalable routing in ad



CHAPTER 1. Introduction 4hoc networks with widely varying characteristics based on a multi-mode strategy. Anintegral part of the proposed framework are the two structure-learning/engaging algo-rithms, namely, the Limited Link State (LLS) and Self-Organizing (SO) algorithms.A central task of such structure-learning/engaging algorithms is to identify the keyattributes of the network to be used in de�ning the state of the ad hoc network. Basedon these attributes, the network's current, localized structure can be extracted andthe appropriate \mode" of operation can be engaged to provide an e�ective routingsolution.The development of the proposed multi-mode framework made evident the currentlack of understanding of the fundamental limits and dependencies present on ad hocnetworks. Such an understanding was required in order to develop the necessaryprinciples for constructing the multi-mode framework. Thus, to facilitate the design ofa multi-mode routing protocol, a very challenging theoretical analysis was undertakenthat represents a signi�cant and long awaited contribution. This contribution extendsthe current state-of-the art in the �eld by studying those limits and dependencieswithin the context of the structure-learning/engaging algorithms, which are treatedseparately as stand alone algorithms. In particular, simpli�ed variants of the LLSalgorithm are studied in the context of scalability. A better understanding of theimpact of limited link state dissemination on the performance of a homogeneousad hoc network is obtained. This understanding has lead to the derivation of anovel algorithm, namely the Hazy Sighted Link State (HSLS) routing that presentsthe optimal trade-o� between control overhead and route suboptimality. HSLS alsopresents excellent scalability properties.In addition, HSLS's scalability properties with respect to network size, mobilityand tra�c are studied and compared to each one of the fundamental class of ad hocrouting algorithms. This study constitutes the �rst theoretical attempt to study adhoc network routing protocols, and provides a valuable insight into the fundamentalproperties and limits of an ad hoc network. The results presented in this dissertationdo not only improve understanding of ad hoc networks in general, but also establishHSLS as a low cost solution for routing in ad hoc networks with better propertiesthan more complex approaches, for example hierarchical routing.



CHAPTER 1. Introduction 5Regarding the Self-Organizing algorithm, as a starting point for its study an initialversion of such an algorithm is proposed, speci�ed and implemented. Although thespeci�ed protocol represents only an instantiation of the self-organizing principle, ithelps to understand the theoretical trade-o�s inherent in such an algorithm, as well asits implementation complexity. Future research may produce better or even optimalself-organizing algorithms.In conclusion, in this dissertation the two main mechanisms identi�ed as enablersof a multi-mode routing approach have been studied separately. Furthermore, a novel,easy-to-implement protocol { HSLS { which presents better scalability properties thantraditional hierarchical approaches was developed and analyzed. This theoreticalanalysis represents the �rst attempt of its kind within the context of ad hoc networkrouting. Furthermore, the �rst non-hierarchical protocol that attempts to learn andexploit group mobility to achieve improved routing has been developed and presented.As a consequence of this research, a better understanding of the mechanisms requiredto implement the multi-mode routing approach has been obtained, and researchersare signi�cantly closer to the goal of designing and implementing such a multi-modeprotocol. In this context, this dissertation signi�cantly improves the state-of-the-artin the understanding of ad hoc networks.1.1 Previous WorkRouting protocols for ad hoc networks have been the subject of extensive researchover the past several years and a substantial body of research appears in the currentliterature. Recently, practical applications such as intelligent sensor networks havefocused attention on understanding the issues and tradeo�s involved with networkscalability. An important question that arises is which routing protocol scales thebest? The typical answer is: it depends. Unfortunately, the networking communitylacks a tenet for understanding the fundamental properties and limitations of ad hocnetworks. Hence, a fundamental understanding of what scalability depends on, andhow is currently lacking.One reason for this shortcoming is the lack of research aimed at developing general



CHAPTER 1. Introduction 6principles and analytical models. Scalability and other performance aspects of adhoc routing protocols have predominantly been studied using simulations and nottheoretical analysis. These simulation results, although extremely useful, tend tobe limited in their scope to the particular scenarios simulated, and fail to providea deeper understanding of the limitations of the protocols and their dependence onsystem parameters and environments beyond the scope of the simulation. The lackof much needed theoretical work in this subject is due, in the author's view, in partto the lack of a common platform to base theoretical comparisons on, and in part tothe abstruse nature of the problem.This subsection presents a brief summary of some of the more important or fun-damental research from the literature. This is intended to provide the reader withan idea of past and current trends in ad hoc network routing research. It is notintended to be a comprehensive study but instead focus on work on adaptation todynamically changing network scenarios. Hence, it focuses primarily on algorithmsthat attempt to learn and exploit mobility and tra�c patterns in order to scale withsize, mobility and tra�c. Subsequent chapters, while addressing particular issues andmechanisms, will expand the current literature review as necessary within the contextof the discussion.Routing protocols, in general, may be classi�ed as either proactive or reactive.Proactive protocols attempt to �nd a route before it is needed, as for example theStandard Link State (SLS) and Standard Distance Vector (SDV) protocols (see [1, 2,100]). Reactive protocols, on the other hand, attempt to �nd routes only when theyare needed. Reactive protocols (also called on-demand) invoke some route discoveryprocedure when a packet needs to be transmitted and no route is currently availablein the source node's route cache.Conventional routing protocols in �xed networks almost exclusively implementproactive approaches. These have been extensively investigated. The family of Link-State protocols has been shown to provide loop-free routes with limited convergencetime so long as the network is relatively stable and not too large. Large networks mustuse hierarchical techniques to avoid excessive latency which can leave a network in anun-converged state, thus, leaving the routing tables susceptible to loops. Examples



CHAPTER 1. Introduction 7of Link-State based protocols that have been implemented in large �xed networksare the `new' ARPANET [3], the IS-IS [4], and the OSPF [5] protocols. The mostimportant Distance vector protocols are the `old' Arpanet [6], RIP [7], and a numberof related algorithms designed to reduce overhead, speed convergence and reduce oreliminate the possibility of routing loops. These include: link-vector, path-vector,path-�nding and di�using computation update protocols.The DARPA's Packet Radio Network (PRNET) project [20, 21] and its successorthe Survivable Adaptive Networks (SURAN) project [22, 23, 24] have lead to sig-ni�cant research in the area of packet radio (ad hoc) networks. Several approachesto link-layer and routing in small [25, 26, 27, 28, 29, 30, 31, 32, 33, 34] and large[35, 36, 37, 38, 39, 40, 41, 42] packet radio networks have been considered. TheDARPA research is focused on a military scenario where low probability of intercep-tion and other military constraints are as important as routing e�ciency.DARPA's research has established the feasibility of packet radio networks, butfurther research is needed to improve the routing performance in highly dynamic,bandwidth-constrained environments. It has also been shown that in order to e�-ciently route packets in an ad hoc network, both the link-layer and the network-layershould interact closely. For example, an adaptive power gain [32, 33] and a receiver-directed transmission [34] functions have a notable impact on the routing protocoldesign. Similarly, a MAC (Medium-Access-Control) protocol that supports reliablebroadcast could improve the performance of route discovery algorithms. MACs forad hoc networks have been the focus of continued research as may be seen from thework in [85, 86, 87, 88, 89, 90, 91].When standard Distance Vector algorithms are applied to mobile networks theysu�er from slow convergence time, looping and instability. On the other hand theyproduce lower routing overhead than link-state approaches. The research initiated inthe DARPA project and others that followed has led to variations to the DistanceVector protocol that are loop-free [12, 13, 14, 15, 16, 17] and eliminate some of theother problems associated with traditional distance vector approaches. These ap-proaches, however, do not scale well to large, highly dynamic networks, largely dueto the fact that they require signi�cant internodal coordination over several hops to



CHAPTER 1. Introduction 8ensure erasure of stale information, and require the frequent exchange of completerouting tables between neighbors.Over the past several years signi�cant e�ort has been concentrated on the devel-opment of routing protocols for civilian ad hoc networks and a wide array of newprotocols have been proposed for di�erent networking environments [57]-[76]. TheAmateur radio community has been working on routing in wireless networks of mo-bile hosts [43, 44, 45, 46] and the IEEE has begun to consider a network of mobilehosts with the ability to perform switching functions in its standardization e�orts. Itwas precisely the IEEE 802.11 subcommittee that adopted the term Ad Hoc network[89]|although they were not envisioning multi-hop networks, merely peer-to-peerwireless without the aide of a base-station.The Internet community is also looking into the problem of routing in multi-hopwireless networks. Widespread interest in mobile mesh networking, later referred toas ad-hoc networks, started with the formation of a Birds-of-a-feather (BOF) sessionin a 1995 Internet Engineering Task Force (IETF) conference. Early discussionscentered around military tactical networks, satellite networks and wearable computernetworks, with speci�c concerns being raised relative to adaptation of existing routingprotocols to support IP networking in such highly dynamic environments. By 1996this work had evolved into the Mobile Ad-Hoc Network (MANET) BOF, and �nallyto the charter of the MANET working group (WG) of the IETF in 1997.The task of the Mobile Ad hoc Network (MANET) working group [47] is to specifystandard interfaces and protocols for support of IP-based internetworking over ad-hocnetworks. The group e�ort is focused on a highly dynamic bandwidth-constrainedenvironment [48, 50] and the majority of their proposed protocols employ reactiveapproaches that rely on a route discovery and maintenance procedure. DynamicSource Routing (DSR) [53, 64], Ad hoc On Demand distance Vector (AODV) [54, 61],Temporally-Ordered Routing Algorithm (TORA) [55, 63], Cluster Based RoutingProtocol (CBRP) [59], and Zone Routing Protocol (ZRP) [56, 62] all belong to thecategory of reactive approaches. These protocols take into consideration the instan-taneous location of a node only, ignoring mobility patterns and as a consequence theirrouting decisions are valid for short periods of time only.



CHAPTER 1. Introduction 9CEDAR [58] is a special case among the routing protocols proposed by the MANETnetwork working group. It is focused on supporting QoS requirements (in this casebandwidth) of the applications (as opposed to the best-e�ort service characteristicof the Internet community's works). CEDAR organizes the network around `core'nodes which are formed based on the nodes' current position and degree (numberof neighbors). This organization does not re
ect the mobility pattern of the users.One important characteristic of CEDAR is the employment of `propagation waves'of link-state information: link-state information of more stable links is propagateddeep inside the network whereas information about less stable links is kept local. Inthis way, CEDAR tries to identify the more stable, higher bandwidth links in thenetwork and if available use them in its routes. Initial results [60] show that CEDARworks �ne in low to medium mobility environments and successfully adapts whenthe network rate of topological change is decreased to even a �xed network. Thispoints to the advantage of using some kind of limited link-state algorithm in orderto get some network structure information and adapt to di�erent environments. InCEDAR, however, route discovery is still needed even in the case of a totally stablenetwork. Also, CEDAR's decisions on the propagation depth of the link-state infor-mation updates are made in an \ad hoc" fashion, and there is no guarantee that theyare close to optimal. Further research has to be conducted in order to apply CEDARin a large, highly dynamic network.Associativity-Based Routing (ABR) [65, 66] is a route discovery protocol thatattempts to leverage the mobility pattern of the users. ABR assumes that the mobilityof a node will follow an associativity rule by which a node will have two `relative' stateswith respect to its one-hop neighbors (motion and static) and will be able to detectits current state based on its one-hop-neighborhood information. ABR assumes thatthe average length of the static period is signi�cant, such that once a node is detectedto be `static' it will remain in this state for a while. ABR prefers routes that involve`static' nodes. ABR fails to take advantage of nodes whose mobility does not followthe associativity rule ignoring di�erent mobility patterns (e.g., group mobility withnodes in the same group moving close to each other but more than 1 hop away,etc.) . Furthermore, determination of link stability is based on �xed threshold-based



CHAPTER 1. Introduction 10timers|the decision is based entirely on history and does not re
ect a quantitativemodel.More recently, an adaptive clustering mechanism was introduced in [67] wherethe cluster formation is governed by the probabilistic stability of the paths insidethe clusters. The strategy provides mobility-adaptive clusters that are able to growlarger at times or in parts of the network where mobility is low, yet must remainsmaller at times or in parts of the network where mobility causes more frequenttopological changes. Routing is proactive within clusters and reactive between clusters(hierarchical), hence, the strategy is designed to balance the overall routing overheadbased on temporal and spatial dynamics. Path stability is measured according tomeasured mobility parameters that are applied to an analytically derived model forpath-availability that estimates the probability that a path will survive a given intervalof time. The analytical model is based on randommobility. Future research is likely toincreasingly consider the di�erent dimensions of mobility and its impact in a protocoldesign.Proactive protocols for large highly dynamic ad hoc networks have been overlookedsince it is presumed that they compute routes that may not be needed. However, thisassumption is not based on a rigorous analysis of the probability that a route maybe needed. In other words, the tra�c pattern has not been considered. For example,if in one region of the network there is a set of servers that is frequently accessed bysome large number of nodes distributed throughout the network, maintaining routestoward this region is highly desirable, since the probability that one route be usedto reach any of the servers is high. As tra�c rate and diversity increases, proactiveapproaches become more attractive.OLSR [57] is a MANET proposal that considers a proactive algorithm for largead hoc networks. However, neither the mobility pattern nor the tra�c pattern havebeen considered and it is most likely that OLSR would fail to e�ciently route packetswhen the mobility rate is increased.Reactive protocols rely on a route discovery procedure that 
oods the networkwith a packet (RREQ) probing for the desired destination or an existing route tothe destination. Flooding in large ad hoc networks is costly, unreliable, and may



CHAPTER 1. Introduction 11induce a high delay before a route is available. Some protocols [58, 56, 73, 74, 75, 76]attempt to reduce the cost of 
ooding by creating some hierarchy in the network andmaintaining it by means of a proactive algorithm. The cost of maintaining the createdhierarchy (proactive approach) is usually low and helps to reduce the overall cost whileincreasing the reliability of 
ooding. However, the creation of the hierarchy is madeindependently of the actual network structure (mobility and tra�c patterns) and it isbased only on the current position. This way, the resulting hierarchy is arti�cial anddoes not re
ect the peculiarities of the network state. In these protocols, the tradeo� between the cost of creating a hierarchy and the savings due to reduced 
oodingcost is addressed in a �xed manner a priori; therefore, there is no guarantee that thedecision is the best (even good) when applied to a particular environment.Routing in large ad hoc networks typically involves implementing a complex hi-erarchical approach, which requires the existence of a location management scheme.Location management schemes for ad hoc networks have been explored in [92, 93]among others.None of the previously developed protocols considers the di�erent tra�c require-ments of di�erent users. It may be explained (but not justi�ed) by the intentionto respect the boundaries of the OSI's 7-layer model. However, it has been alreadypointed out that ad hoc networks make this model obsolete, since there is consid-erable amount of interaction between, for example, the link and the network layers.This has caused the creation of some mixed protocols that include functions of bothlayers (link and network) together, as for example in [52].Summarizing the previous work the following may be stated. First, the idea oflimiting the propagation depth of the link-state information has been explored in thepast for the case of small, stable to low mobility networks. This study has not yetbeen expanded to large highly mobile environments and there is an absence of formaltheory underlying the particular ad hoc implementation. Second, routing in a highlydynamic large ad hoc networks remains a open, challenging problem that has notbeen veri�ably or adequately solved. Initial comparisons among current approaches[79, 78, 80] show that their results depend highly on the assumed environment [79].The comparisons, however, have been based on simulations and their results, although



CHAPTER 1. Introduction 12useful, are limited in their scope to the particular scenarios simulated, and fail to pro-vide a deeper understanding of the limitations of the protocols and their performancedependence on the network parameters outside the range being simulated. The lackof much needed theoretical work in this arena is due in part to the lack of a commonplatform to base theoretical comparisons on, and in part due to the abstruse natureof the problem. Third, there is no current self-organizing algorithm that takes intoaccount mobility as well as user tra�c patterns. Fourth, pure proactive or reactiveprotocols are suitable for particular environments, and mixed (adaptive) approachesneed to be followed when the protocol is expected to operate in diverse environments.Finally, designing a multi-mode routing protocol that works e�ciently under anyscenario (di�erent mobility and tra�c patterns) is a pending, challenging task thatrequires underlying mechanisms to be in place. This dissertation explores two mecha-nisms that, in combination, enable the design of such a multi-mode routing protocol.Furthermore, in developing the platform for theoretical comparisons, a signi�cantlyimproved understanding of the fundamental limits of ad hoc networks is obtained.1.2 Dissertation OutlineThe previous section concluded with a summary of outstanding open issues in thearea of routing for ad hoc networks. These issues are listed in inverse order of com-plexity and scope. However, to resolve this issues, a top-down approach must befollowed. Speci�cally, �rst the relevant elements for a multi-mode approach must beidenti�ed, and a suitable framework must be de�ned. Based on the framework de�-nition the focus should shift to understanding the particular mechanisms that enablebest the desired multi-mode approach. Further research and better understandingof ad hoc network dynamics may subsequently force us to re-study and rede�ne theaforementioned framework (re-engineering).The remainder of this dissertation is organized as follows: Chapter 2 begins bypresenting an overall framework for the design of a multi-mode routing strategy.The framework identi�es two structure-learning/engaging mechanisms { namely theLimited Link State (LLS) and Self-Organizing (SO) algorithms { that will enable



CHAPTER 1. Introduction 13the design of a multi-mode routing protocol. The central task of the structure-learning/engaging algorithms is to identify the key attributes of the network to beused in de�ning the state of the ad hoc network. Based on these attributes, the net-work's current/localized structure can be extracted and the appropriate \modes" ofthe protocol engaged to provide for e�cient routing.The framework de�ned in Chapter 2 focuses on the study of fundamental limitsand dependencies of ad hoc networks in the context of enabling a multi-mode rout-ing protocol. To this end, and in order to develop tractable models, the structure-learning/engaging algorithms are studied separately, and treated as stand alone al-gorithms.Chapter 3 presents a comprehensive study of simpli�ed variants of the LLS algo-rithm in the context of scalability. A solid understanding of the impact of limitedlink state dissemination on the performance of homogeneous ad hoc networks emergesfrom the analysis. This new understanding leads immediately to the derivation of anovel algorithm, namely Hazy Sighted Link State (HSLS) routing, that presents theoptimal trade-o� between control overhead and route optimality. Thus, the analysisitself leads to an important contribution. By carefully balancing these two sources ofrouting degradation, HSLS achieves excellent scalability properties.In Chapter 4, HSLS scalability properties with respect to network size, mobilityand tra�c are studied and compared to each fundamental class of ad hoc routingalgorithm. This study constitutes the �rst theoretical study ad hoc network routingprotocols of its kind, and provides new and signi�cant insight into the fundamentalproperties and limits of ad hoc networks. The results of Chapter 4 not only improveour understanding of ad hoc networks in general, but also establish HSLS as a low(implementation) cost solution for routing in ad hoc networks with better propertiesthan those of more complex approaches, as for example hierarchical routing.Chapter 5 switches the focus from LLS techniques and studies the other structure-learning/engaging algorithm: the SO algorithm. A detailed description of a SO-basedprotocol { namely SOAP { is provided. SOAP is a stand-alone protocol that repre-sents a particular instantiation of the SO algorithm, and as such represents a practicalcontribution of this research. However, the main value of SOAP comes from the fact



CHAPTER 1. Introduction 14that it illustrates the feasibility of SO algorithms, providing important insight intothe trade-o�s inherent in such an algorithm as well as its implementation complexity.Finally, Chapter 6 presents a summary of the main results and conclusions of thedissertation along with a brief discussion of future work.



Chapter 2A Framework for a Multi-ModeRouting ProtocolThe objective of this chapter is to present a framework for an ad hoc routing protocolthat adapts itself to the present network conditions taking into consideration themobility levels and patterns, as well as tra�c patterns. In order to identify andutilize the network conditions (state information) the multi-mode routing protocolhas to rely on some structure-learning/engaging algorithms that extract the networkstate information (de�ned in terms of proper metrics) and based on this informationit has to engage the proper mode of operation.The present work identi�es parameters (metrics) that may be used to de�ne thestate of the network. Based on these metrics, structure-learning/engaging algorithmsthat extract the network state information and enable the implementation of a multi-mode routing protocol may be developed. As a starting point, two complementarystructure-learning/engaging algorithms are discussed in sections 2.3 and 2.4, respec-tively, along with their associated metrics : the Limited Link State (LLS) and theSelf-Organizing (SO) algorithms.
15



CHAPTER 2. Multi-Mode Routing 162.1 Routing Considerations for Ad Hoc NetworksIn traditional routing protocols (such as the Standard Link-State (SLS) protocol) amessage is generated each time a link state changes. Consequently, network nodes areaware of the state of links and can pre-calculate routes to potential destination nodes(proactive routing protocols). The bandwidth overhead (cost) associated with main-taining pre-calculated routes is proportional to the frequency of link-state changesor the rate of topological change. The latter is de�ned as the average number oflink-state changes in the entire network per time unit and it is, thus, proportional tothe network size and inversely proportional to the mean time to link failure.In ad hoc networks, link-state changes are mostly due to user mobility. If therate of topological change is low (case A), the proactive SLS protocol would stillbe e�ective. On the other hand, if the rate of topological change is moderate tohigh (case B) the SLS protocol would be very ine�cient and more e�ective routingprotocols should be employed.In a diverse ad hoc network with a moderate to high rate of topological change,there would typically be links of low rate of change (high stability or stable) and linksof moderate to high rate of change (low stability or unstable). An e�ective routingprotocol for such a network should then be able to :(A) Discover the stable links, properly propagate their state, and enable nodes topre-calculate routes to destinations which are reachable by using such stablelinks.(B) Provide for an e�ective mechanism to establish routes to the remaining desti-nation, as well as alternative routes to pre-calculated ones which may be over-utilized and become congested.An example of an algorithm that supports (A) is the Limited Link-State (LLS) algorithm presented in section 2.3. This algorithm will provideroutes toward some destination nodes (even if not necessary) at a low cost(bandwidth overhead).



CHAPTER 2. Multi-Mode Routing 17It should be noticed that the stable paths (along stable links) are expected to be asmall portion of the possible paths (stable plus unstable) in a typical ad hoc network.Consequently, these paths may be over-utilized and become congested if no alternativepaths are available, leading to network throughput reduction and delay increase.Thus, a mechanism to identify less stable routes to destinations with pre-calculatedroutes as well as to those without pre-calculated routes needs to be developed.The traditional approach to identify less stable routes in a highly dynamic ad hocnetwork is based on route discovery or 
ooding algorithms, both requiring a poten-tially large number of broadcasts before delivering the information to the destination.When 
ooding is engaged, each packet needs to be broadcast over the entire network.Route discovery relies primarily on broadcast search for a route to the destinationeach time a session is to be initiated. Such a search induces some start-up delay,in addition to consuming bandwidth, unless it is bypassed when a recently utilizedroute is available (i.e., cached) and selected (at the risk of not being appropriate anylonger).The Self-Organizing (SO) algorithm presented in section 2.4 is an exam-ple of an algorithm supporting (B) above, that tries to reduce the numberof broadcasts required by the route discovery or 
ooding algorithms byproviding pre-calculated routes toward some destinations that are likely tobe involved in new sessions. For those routes to be useful, the cost associatedwith their maintenance should be less than the expected gain of using these routes.The self-organizing algorithmwill base its decision on the mobility as well as tra�cpatterns of the nodes. The self-organizing algorithm will attempt to choose ReferenceNodes (RN) and around them Reference Areas (RA) such that the expected numberof new sessions having a destination inside the reference area (Gain, G) be maximized.This gain (G) has to be compared against a threshold (the cost of maintaining theroutes) to decide whether it is worth creating routes toward a particular referencearea.If all the nodes are assumed to have the same tra�c patterns, then the self-organizing algorithm will attempt to �nd the mobility pattern of the network. Al-though it is possible that the mobility pattern of a network be totally random, that



CHAPTER 2. Multi-Mode Routing 18is not usually the case. Human mobility, for example, is based on groups (formingclouds) or follows some patterns (streets, highway, searching, etc.). Even automatamobility is shaped by the function they are executing and therefore there is somedegree of spatial/temporal correlation. The self-organizing algorithm will attempt to�nd (or select) the mobility `leaders' (nodes around which others node move). Forexample, in networks formed by cars in a highway, the cars in the intermediate po-sition would be the best candidates for mobility `leaders'. However, node mobility isnot the only factor to take into account. Even more important is the tra�c patternof the nodes. There is no need to pre-calculate routes for nodes that are not going tocommunicate at all, whereas there maybe other nodes that may need to be contactedfrequently due to their mission (coordinator, server, etc.). For the latter nodes itshould be highly desirable to have routes readily available saving the network fromotherwise almost certain broadcasts.Finally, it was pointed out that a reference area will be created only if it is e�ective.For networks (or some nodes) with high mobility rate or low tra�c demand it maynot be e�ective to create reference areas. To forward packets to those nodes routediscovery will be used. Similarly, if the routes toward the destination are invalidatedtoo quickly, or if the tra�c per session is low { say one or two packets { to the pointthat simply 
ooding the packets is expected to be more e�ective, then 
ooding willbe used instead of route discovery.The LLS and SO algorithms motivated and brie
y mentioned above will basicallyhelp identify the stable routes in the network as well as clouds of nodes (referenceareas) which are worth maintaining. That is, such algorithms may be viewed asstructure-learning/engaging algorithms. These algorithms are expected to be e�ectivenot only in single class ad hoc networks - as implicitly assumed above - but also whenmulti-class nodes are present forming a multilevel hierarchy. As an example, mobilenodes may have an additional interface (more power demanding) to communicatewith a more powerful base station in case they become isolated. Similarly, somenodes may serve as gateways to a �xed network such as the internet. In disasterrecovery scenarios, land mobile nodes (forming the horizontal level network) maycommunicate between each other or some may be equipped with land-air interfaces



CHAPTER 2. Multi-Mode Routing 19to communicate with helicopters 
ying around the area (forming the vertical levelnetwork), and may use this interface to reach otherwise isolated land mobile securingnetwork connectivity. In any of the previous cases, the existence of two di�erent levelscan be advantageous, and the horizontal-vertical interface is a resource that has tobe used wisely (e.g., not to congest it with transmissions that may well be forwardedover the horizontal network). The more general case of multi-class ad hoc networks(with nodes with more than one interface) will be brie
y discussed in section 2.5.2.2 A Multi-Mode FrameworkThe objective of a multi-mode routing protocol is to adapt itself to the present networkconditions taking into consideration the mobility levels and patterns, as well as tra�cpatterns. In order to identify and utilize the network conditions (state information),the multi-mode routing protocol has to rely on some structure-learning/engagingalgorithms that extract the network state information (de�ned in terms of propermetrics) and, based on it, implement the proper mode of the supported multi-moderouting protocol.In this dissertation, the novel framework shown in �gure 2.1 is followed. Thisframework proposes that a multi-mode routing protocol { running simultaneously ateach node { consists of three elements: two complementing structure-learning/engagingmodules that provide network state information to the third module, the multi-moderouting engine, which decides the mode to apply based on the state of (parts of) thenetwork.The multi-mode routing engine receives information about mobility events (as,for example, nodes displacement and/or link creation/breakages) as well as tra�cevents (new session requests, or reception of packets to be forwarded to their destina-tion) and passes this information to the structure-learning/engaging modules. Basedon this information as well as exchanges among peer modules in neighboring nodes(for example, Link State Update { LSU { messages), the structure-learning/engagingmodules obtain some information that de�nes the state of the network. This infor-mation is then passed to the multi-mode routing engine, which uses it to make its
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Figure 2.1: A multi-mode routing protocol's framework.routing mode decisions. The behavior of the structure-learning/engaging modules isnot �xed but governed by parameters that are de�ned by the multi-mode routingengine. Thus, the function of the modules is to provide information to the multimoderouting engine, which controls the modules as well as the �nal routing mode for eachparticular packet/destination. Note also that there is a feedback between the choiceof the module's parameters (controllable to a given extend) and the basic events, sincefor example link breakages (as seen from a routing protocol) may be triggered dueto excessive tra�c over a link, and also intermediate packets arrivals { requiring themulti-mode routing engine to forward them to their destination { are correlated tothe modules behavior (for example, to the link state information being disseminatedto other nodes). Thus, while the control of the multi-mode routing engine over themodules is evident and explicit, the coercion of the modules over the multi-moderouting engine is subtle, giving the erroneous impression that the multi-mode routingengine posseses full control.The �rst of the modules, the limited information dissemination module, is respon-sible for implementing the principle : \the closer you are, the more information youhave". This module is in charge of providing detailed information about nodes close



CHAPTER 2. Multi-Mode Routing 21by, as well as rough and maybe outdated information about nodes far away. Thisinformation may be disseminated in a number of ways. However, to focus the discus-sion, link state updates were chosen as the bearer of the information. This choice wasmotivated by the fact that link state-based routing presents several desirable proper-ties as for example : fast convergence, well-understood dynamics, loop freedom, etc.Thus, the Limited Link-State (LLS) algorithm, was chosen as the algorithm tobe executed by the limited information dissemination module. In the remaining ofthis work, we will refer to the LLS algorithm as the limited information disseminationmodule's algorithm, but we should keep in mind that alternatively distance vectors orother metrics may be used as information bearer, and therefore, di�erent algorithmsmay be executed in the limited information dissemination module.The LLS algorithm limits the depth of link-state information propagation, avoid-ing congesting the network with excessive routing overhead in networks with highrate of topological change (case (B) in section 2.1). Because of the LLS algorithm,every node will have good knowledge about the state of its closer links and stablelinks far away. This information will be used by the multi-mode routing protocolto construct links toward close destinations and even to destinations far away in thepresence of stable links. Also, when the LLS algorithm is applied to a network withlow rate of topological change (case (A) in section 2.1) the result would be the sameas if standard link-state algorithm were applied. When the LLS algorithm is appliedto a network with high rate of topological change (case (B) in section 2.1) nodes willhave detailed information for nodes close to them, without incurring excessive net-work overhead. This information needs to be combined with some rough informationabout how to route packets to nodes far away. This information may be providedby some complementary algorithm as the Self-Organizing algorithm explained below.In a multi-class network the LLS will try to learn the underlying backbone network,as shaped for example by base stations or gateways to �xed network. In the specialcase of a two-level network (discussed in section 2.5) the LLS algorithm will try toidentify the elements of and interfaces to the (likely) more stable vertical network.LLS is discussed in section 2.3.



CHAPTER 2. Multi-Mode Routing 22The second structure-learning/engaging module, the self-organizing module exe-cutes the Self-Organizing (SO) algorithm presented in section 2.4. The SO algo-rithm uses metrics that intend to capture the local tra�c and mobility informationin order to compute a gain and a cost function. Based on these functions, portions ofthe network are organized in reference areas. By virtue of the SO algorithm, the self-organization module provides the multi-mode routing engine with information aboutlinks toward the reference areas, or with an indication of the highly mobile status ofsome destination.The LLS and SO algorithms will run in the limited information disseminationand self-organization modules, respectively, in a proactive fashion. However, theypropagate information to peer modules across the network only when it is justi�ed(cost function evaluation). The information propagated among peer modules is thenprocessed and reported to each node's multi-mode routing engine.Thanks to the information provided by these structure-learning/engaging mod-ules, each node's multi-mode routing engine will have knowledge of the state of somelinks (the closer ones and even some links far away that are stable), as well as linkstowards some regions of the network (reference areas) together with information re-garding the location (reference area) of some destinations. Based on this informationthe multi-mode routing engine may select its `mode' of operation. Possible decisionsinclude the use of a pre-calculated path of stable links (if available and if stablelinks are not congested); the use of links toward the destination node's reference areaexpecting that the packet at some point will �nd a node with knowledge of routestoward the destination (see Figure 2.3); the use of a query or a broadcast packet toget the destination node's location information; or simply use a combination of routediscovery/
ooding.In the next sections, these algorithms (LLS and SO) will be discussed in moredetail. In the remaining of this work, it is assumed that the LLS algorithm is executedby the limited information dissemination module and the SO is executed by the self-organizing module according with the framework presented in this section and inFigure 2.1. Also, it is assumed that the multi-mode routing engine will be present, asspeci�ed by the aforementioned framework.



CHAPTER 2. Multi-Mode Routing 232.3 Limited Link-State (LLS) AlgorithmIt is well known that link-state algorithms (referred to here as Standard Link-State(SLS)) are e�ective for stable networks. SLS performance degrades enormously asthe network topology becomes dynamic and the network stability decreases.Nodes in an ad hoc network are expected to have diverse degree of mobility andconsequently, some links may be quite stable. Stable links may be associated withnodes with low mobility, with high transmission power or simply with similar mobilitypattern (as for example two mobile users walking down the same street or performinga related task). If the link-state information of such stable links is propagated deepinto the network, as in Standard Link State (SLS), these links would not producemuch bandwidth overhead since they do not require frequent updates (as unstablelinks do). This is not the case with unstable links, though, and for this reason careshould be taken before propagating their link-state changes deep into the network.The bandwidth overhead due to link-state propagation is typically a function ofthe rate of change of the particular link and the number of nodes that receive theupdate. If the depth of the propagation of the link-state information is selected to beinversely proportional to the rate of change of the link (related to the stability of thelink), then the bandwidth overhead caused by a link will be bounded independently ofthe link stability (mobility). Alternatively, if the depth of propagation of Link StateUpdates (LSUs) is bounded { independently of mobility{ and the rate of generationof LSUs is also bounded, then the resulting bandwidth overhead induced by LSUswill also be bounded. This is the main idea behind the proposed Limited Link-State(LLS) algorithm :De�nition: The LLS algorithm is a modi�cation of SLS, where the depth of prop-agation of a link state update (LSU) is a function of time and the past history ofthe link, attempting to reduce the bandwidth consumed by unstable links' LSUs, andproviding closer nodes with more precise link state information.It should be noted, however, that the above de�nition is quite 
exible since theparticular dependency of the LSU's depth on time and stability is not speci�ed. Forexample, LLS may be set so that the bandwidth overhead induced by LLS increases



CHAPTER 2. Multi-Mode Routing 24linearly with the network size, as the bandwidth does. Therefore, the LLS algorithmmay be designed in order to not congest the network under any environment. Onthe other hand, since the propagation depth is limited to a number that is a functionof mobility and not of network size, it is possible that in huge networks even almost�xed link updates will not be available to all the nodes but only to a portion ofthem. The latter may not be an issue since for huge networks it is likely that acomplementary approach that facilitates routing (e.g. the SO algorithm) will beemployed. Nevertheless, there is a fundamental trade-o� between the bandwidthoverhead reduction that may be achieved using agressive settings for LLS and theloss of routing e�ectiveness. In order to shed light into this trade-o�, simpli�edvariants of LLS are studied in chapters 3 and 4.In an e�cient LLS algorithm, the availability of stable link information to thenodes make it possible for them to detect stable paths over the network if they exist.This way, the nodes will discover some underlying network structure. For example,the existence of some �xed antenas or some high power stations or some highly reliablepaths.LLS's discovering of stable paths allows the forwarding of packets toward certaindestinations at a low routing overhead cost (because of infrequent link-state updates).Typically, it will be possible for nodes to forward packets to close by destinationnodes, since proper link-state information will be available. In general, the closer toa destination a node is, the more information related to that destination it will have.This property is also used in the proposed Self-Organizing algorithm.The proposed LLS algorithm is similar to the link-state algorithm in that theyboth propagate link-state information, but di�er in the information being transmitted(metrics being used) and the depth of the transmision. The LLS algorithm proposedhere considers three metrics associated with a link : cost, stability, and quality.The link cost is de�ned as the ratio of the number of nodes accessing the sameassociated channel over the available bandwidth. Clearly, the cost will increase withthe number of neighbors (more interference) and decrease as the bandwidth increases.The link stability is de�ned as the average time the link is active. A link is active ifit is not detected absent for a period greater that d. Figure 2.2 shows an example of
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A

T tdFigure 2.2: Sample realization of link availabilitya link availability. In this example the link is active for T seconds. The link qualitymay be de�ned to be the fraction of the active time (T ) that the link is actuallyavailable, e.g. A=T in Figure 2.2. The link quality may be regarded as an estimateof the probability that a link is available at a particular time given that the link is instate `active'. It may be seen that the link stability captures the longer term behaviorof the link whereas the shorter term behavior is captured by the link quality.The link stability will determine how far away the link-state information will bepropagated by the limited link-state algorithm. For more stable links the algorithmwould propagate the link cost and quality far away whereas for less stable links thelink-state information would be transmitted only to the closest nodes. This way, theexcessive bandwidth overhead produced by traditional link-state algorithm in highlymobile environments is dramatically reduced (it may even be kept almost constantas indicated earlier, if complementary approaches such as SO are used to forwardpackets farther away). It should be noted that even in a highly dynamic, largenetwork, the limited link-state algorithm may obtain stable paths (if they exists) ata low bandwidth overhead cost.2.4 Self-Organizing (SO) AlgorithmThis section presents the Self-Organizing (SO) algorithm. The SO algorithm triesto learn the (dynamic) mobility and tra�c pattern of the network and use them fore�ective routing.



CHAPTER 2. Multi-Mode Routing 262.4.1 Motivation for the SO AlgorithmSuppose that a large network is divided into four regions, each associated with oneof the four cardinal points (N, S, E, and W). The border of these regions are not welldelimited but most of the nodes can easily �gure out which region they belong to.Consider also a source node desiring to send a message to a destination node in regionW. Furthermore, assume that the source knows that the destination is within regionW but does not have any route toward this destination node. In this scenario thesource node may initiate a route discovery procedure that will result in the broadcast(
ooding) of a REQUEST over the entire network.Alternatively, the source node could begin forwarding the data packets (not theREQUEST) in the \West" direction, hoping that along the way the packets willbe heard by a node that has knowledge of some routes toward the destination. Inthis case a broadcast will not be necessary. As the network size increases, the costinduced by broadcast storms increases rapidly and the second alternative { preventing
ooding the large network with a route request { become, by far, more attractive thanthe �rst one. To implement this second approach, however, two major problems areencountered. First, the nodes do not know what direction West is; and second, thesource does not always know in which region the destination currently is.The �rst problem can be addressed if one node is chosen inside each region as a\beacon". This node may be for example some node in the center of each region. Eachnode serving as a \beacon" is referred to as reference node. Then, a tracking algorithm{ as for example TORA [63], some geographical routing algorithm, or even standarddistance vector (SDV) { may be used to track these four reference nodes. Thanks tothe tracking algorithm all the nodes (possible sources) would have downstream linkstoward each reference node. For example, let NW be the reference node of region W.All the nodes (especially the nodes outside W) would have downstream links towardNW and therefore toward region W. These downstream links provide each node witha sense of direction toward region W. Thus, the �rst problem may be solved but atthe cost of creating reference nodes and tracking them.The second problem can also be solved with the inclusion of a location manage-ment scheme that takes into account the past history of a node. If a node was in
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Figure 2.3: Routing using the self-organizing algorithm and the reference area conceptthe immediate past inside the West region it is unlikely to be too far away due tothe expected spatial/temporal correlation. Thus, the packet could be sent initiallytoward the West zone. As the packet crosses the network and gets closer to the des-tination node, more up-to-date information will be available (by means of the LLSalgorithm) and the packet will eventually be routed toward the current location ofthe destination.An example of routing using the reference area concept is illustrated in Figure 2.3.A node S has a packet to send to node D which is inside a reference area R (thereference area is denoted by its reference node). As stated above, all the nodes (evenD) have routes toward node R (using some tracking algorithm such as TORA). Inthis example it is assumed that node S knows in which reference area node D is bymeans of a location management agent. Therefore, node S sends the packet in the`direction' of node (reference area) R. The packet will travel the network, followingalways the direction `closer to node R' until reaching node I. Node I knows the exactlocation of node D (by means of the LLS algorithm, or any other approach followingthe principle : \the closer you are, the more up-to-date information you have") andinterrupts the 
ow of the packet sending it directly to node D (no longer along thedirection to node R).



CHAPTER 2. Multi-Mode Routing 28The above approach will reduce the number of broadcasts (
ooding) that wouldbe produced by reactive protocols. This algorithm may be seen as an improvementover traditional route discovery/
ooding algorithms that with an additional proactivecost dramatically reduces the number of broadcasts in a large, dynamic, highly loadednetwork. It should be noted, however, that for some nodes { due to their high mobilityor low use { it may not be cost-e�ective to maintain reference nodes and track theirlocation. For those nodes other alternatives such as route discovery or even 
oodingmay be considered. The proposed multi-mode framework considers these cases byemploying route discovery/
ooding mechanisms to route packets to these nodes whenthe cost required to maintain reference nodes to these destinations is greater that theexpected cost due to broadcasting route requests to these nodes.2.4.2 Self-Organizing (SO) Algorithm's MethodologyThe self-organizing algorithm is responsible for choosing the best candidate to be areference node and de�ning the reference areas. The network will construct routestoward these reference areas in a proactive fashion (before these routes are required).It is clear that there is a bene�t in grouping nodes in a reference area, mainlybecause the number of broadcasts needed is signi�cantly reduced (gain). On theother hand, there is a bandwidth overhead associated with maintaining a referencearea and tracking a reference node (cost).Route pre-calculation in a highly mobile environment has been generally consid-ered to be ine�cient since these routes may become obsolete before used. In theproposed algorithm, the routes constructed are likely to be used because referenceareas are created only when it is likely to have sessions destined to nodes inside theseareas. In other words, the cost of maintaining routes toward the reference area is`shared' among all the nodes inside it. It may be possible that the self-organizingalgorithm decides not to create any reference area (because the gain is lower than thecost), but this decision will depend on the network state and will not be an a priori(maybe incorrect) decision of the routing protocol.The self-organizing algorithm will choose the nodes with the larger expected gain,



CHAPTER 2. Multi-Mode Routing 29and if this gain is greater than the expected cost, these nodes will be chosen asreference nodes and de�ne new reference areas around them. The exact calculationof the expected gain of a candidate reference area (node) is not an easy task. Ingeneral, that gain would depend on whether the nodes remain inside the referencearea (mobility pattern) and whether new sessions having their destination node insidethe reference area (requiring otherwise a broadcast) are originated (tra�c pattern).Therefore the gain should be a two-dimensional function of mobility and tra�c. As astarting point, a tentative gain function is presented next. Also, the cost function (ofmaintaining a reference area) is a function of mobility and is also di�cult to compute.Some guidelines are given in the corresponding subsection.2.4.3 Gain Function for the SO AlgorithmIn [99] the concept of `footprint size' has been introduced. The footprint size of a givennode is equal to the number of k-neighbors of a node (nodes that are at a distance ofk hops or less). A classi�cation of the nodes may be based in this footprint size. Thelarger a node's footprint size the larger the region that the node covers and the lesslikely that a given node will leave that region in the near future. Therefore, all otherthings being equal, a node with higher footprint size would be a better candidate tobe a reference node, since it could serve as a beacon for a greater number of nodes.Here, the concept of footprint size is extended to a gain function that will be used todetermine which nodes are the most suited to be reference nodes.The gain function at a level L and at time t for a reference area is proposed tobe equal to the expected number of broadcasts saved over the next L seconds. Abroadcast will be saved if the destination of a new session is inside a reference area.Here, the term session is applied to a sequence of packets not more than Ts secondsapart. For example two consecutive �le transfers to the same destination will beconsidered to be one session, whereas in a transaction that requires a packet to besend every half hour, each packet will be considered to form a new session.Let A be a potential reference node and let V (A; t) be its reference area at timet; let GL(A; t) be the gain function of node A at time t and at level L. Each node



CHAPTER 2. Multi-Mode Routing 30i 2 V (A; t) has two parameters : Si(A; t; L) (percentage of the next L seconds thatnode i will stay inside node A's zone, i.e. within a radius of k from A) and Ri(t; L)(total expected number of new sessions having node i as destination, over the next Lseconds). Then, GL(A; t) can be de�ned as:GL(A; t) = Xi2V (A;t)Si(A; t; L)Ri(t; L) (2.1)Ri(t; L) will be computed by each node i (it is independent of the reference node)and will be broadcast inside a radius k piggy-backed in link-state information packets.Nodes di�erent than node i will learn the value of Ri(t; L) from the link state updates.Nodes di�erent than node i will also compute the value of Si(A; t; L) based on theirtopology information history.Di�erent approaches can be considered to estimate the values of Si(A; t; L) andRi(t; L), depending on the desired amount of complexity. For Si(A; t; L), a �rstapproach could be to set its value to the inverse of the distance (in hops) betweennodes A and i elevated to an integer exponent. A better choice may be to considerthe percentage of the previous L seconds that the node was inside V (A; t) and assumethat this will be repeated. A more complex approach (and likely a more successfulone) will be to consider node i's location history over the past L seconds and estimateits trajectory (incoming, outgoing, etc.). Di�erent estimation techniques may be triedto �nd the more accurate one for a limited complexity implementation.For the value of Ri(t; L) one simple approach would be to associate a value equal to1 for nodes already in a session (likely to be broken) and a �xed small value for nodesnot in a communication. This approach will result in a gain function closely related tothe footprint size [99] (that is, nodes with greater footprint size will have greater gain).A more complex approach should take into consideration di�erent tra�c patterns fordi�erent classes of users. For example in a client-server architecture, it is likely thatthe server receives constant requests resulting in a large number of new sessions,however these sessions will be short resulting in almost no broken sessions. On theother hand, if the node is handling voice communications it is likely to have a smallnumber of new sessions, but since their length is greater it is more likely to have



CHAPTER 2. Multi-Mode Routing 31broken sessions. Therefore, the class of the user has to be taken into account alongwith its past history to estimate its tra�c behavior.The established set of reference nodes reveals the structure of the network. Infact, they represent the skeleton of an ad hoc network. For example, if a network iscomposed of two group of users performing two di�erent tasks, the network shouldbe composed of two reference node (areas). Also, since the reference nodes may berequired to perform some extra functionalities (due to their leadership role) it wouldbe appropriate to also weight the computational power and available bandwidth. Inmulti-class networks the availability of a second, more powerful interface can also beconsidered as a plus for a candidate reference node as will be pointed out in section 2.5.2.4.4 Cost Function for the SO AlgorithmThe cost associated with a reference area consist of three components : cost of creatinga reference area, cost of tracking the reference node, and cost of continuous link-stateupdating inside a reference area. The last cost is not generated by the self-organizingalgorithm necessarily, since the LLS algorithm, as well as others, would propagatethe link-state information to the closer nodes anyway. Thus, only the �rst two costcomponents need to be considered in the considerations of creating the referenceareas.The cost of creating a reference node is equal to the cost of sending a broadcastpacket announcing the new reference node. The cost of tracking the reference nodeincreases with time and is dependent on the network characteristics, mainly the av-erage number of nodes involved in a topological change and the rate of topologicalchanges. In general the above cost is di�cult to estimate, and history informationof topological changes (rate and number of nodes involved) over the immediate pastneeds to be employed.Finally, the total cost will be the sum of a constant term { the cost of one broadcast{ and a linearly time-dependent term { tracking cost.



CHAPTER 2. Multi-Mode Routing 322.4.5 Location ManagementThe location management scheme should provide a source node with a past (or currentif possible) location (reference area) of a destination. This implies that a location tableshould be constructed only for nodes inside a reference area.An initial approach consist on appending the address of all the nodes inside areference area to the initial broadcast sent by the reference node. This way all thenodes in the network may update their location database. However, having a locationdatabase with all the nodes inside reference areas (possible all the network) may notbe practical since the memory requirements may grow too large. Alternatives mayinclude but are not limited to : store location information of only the most likelydestinations (e.g. servers, task mates, etc.); design some reference nodes as locationagents storing copies of the network location information or a combination of both. Inthe �rst case, it may be possible that a packet needs to be sent to a destination thatis not in the `most likely' link, which will require a broadcast. The second approachreduces the bandwidth overhead due to location updates all over the network butmay cause delays in establishing a new session or may even fail due to location agentsunavailability, in which case a broadcast will have to be sent.Once again, the particular approach to use will depend on the mobility and tra�cpatterns. In addition to the parameters discussed previously, it should also be takeninto account the source-destination node distribution. Such as for example, whethersome nodes only send packets to a certain destination, or if a destination only receivespackets from a set of nodes. The parameters involved in taking the best decision needto be further investigated.2.5 Application to Multi-Class Ad Hoc NetworksThis section presents examples of how a multi-mode routing protocol based on theframework presented in section 2.2 and Figure 2.1 (i.e. a synergetic combinationof the LLS and SO algorithms) will provide practical solutions to the problem ofrouting in complex real life scenarios (multi-class ad hoc networks). Two cases will



CHAPTER 2. Multi-Mode Routing 33be discussed : a �xed-mobile network, and a two-level network.2.5.1 Fixed-Mobile NetworkIn this subsection an hybrid mobile-�xed network is considered. The hybrid networkconsist of an ad hoc network of mobile nodes moving around (small power) �xedbase stations (interconnected between them). The mobile nodes are equipped with awireless interface. The �xed base stations are equipped with two interfaces. One isa wireless interface allowing them to communicate with the mobile nodes. The otheris a wireline interface connecting the the base station among themselves and to the�xed (external) network.This environment may be considered as the natural extension of a pico-cellularsystem when the �xed base station can not cover every spot but there are someshadows areas left. Nodes outside the coverage region may relay on neighboring nodes,closer to the base station, to forward packet to and from them. Such a network willallow a reduction in the transmission power requirement of the mobile nodes as wellthe base station, increasing battery life and potentially increasing the spatial reuse ifa large percentage of the tra�c is among mobile nodes.In this environment, the LLS algorithm will successfully identify the stable linksbetween base stations. On the other hand, the SO algorithm should identify basestations as candidates for reference nodes and would permanently maintain routetoward them. This is the case if as expected, a relatively stable set of nodes movesaround each �xed base station. Also, since the base stations are the only gatewaysto the external (�xed) network, they concentrate all the outgoing tra�c, being likelydestinations, resulting in high values for their gain functions. Additionally, the basestations will be considered as reference nodes if in the de�nition of gain functiongiven in subsection 2.4.3, a factor to account for the base stations' second interface isincluded (as was previously suggested).Finally, all the nodes in the network will have routes to the base stations makingit possible to take advantage of the �xed network infrastructure to forward packets tomobile nodes far away or to �xed network's nodes. On the other hand, the association
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Horizontal Network (level 1)

Vertical Network  (level 2)

Figure 2.4: An example of a two-level networkbetween mobile nodes and reference areas (base stations) will allow the external �xednetwork to forward packets destined to a mobile node to the base station closer tothe mobile node, and from the base station to the mobile node itself.2.5.2 Two-Level NetworkIn this subsection, an ad hoc network formed by two classes of mobile users is consid-ered. One class of user forms the horizontal network whereas another class constitutesthe vertical network. Nodes in the horizontal network are characterized for a smallfootprint size (set of neighbors) and high mobility (relatively to another horizontalnodes), whereas nodes in the vertical network has larger footprint size and a morestable set of neighbors. As an example of such a two level network, a disaster recov-ery scenario employing land stations as well as helicopters may be considered. Lowpowered land nodes will constitute the horizontal network, whereas the helicopters,with more powerful interfaces and line-of-sight may cover a greater area constituting avertical network. Figure 2.4 gives an example of the topology of a particular two-levelnetwork.Another example is a network of mobile nodes and a high power base station. Thenodes may communicate directly to each other and if they become isolated they mayneed to use the base station as a repeater. If the mobile node and the base stationsuse the same interface (frequency) it is clear that a transmission from or to the basestation may cause the remaining nodes in the network to stop their transmissions. Itis clear that in that case (single-class or single-interface network), the base stationwill be used only if a node is otherwise unreachable. However, if the base station



CHAPTER 2. Multi-Mode Routing 35uses a di�erent frequency (interface) to communicate with the mobile nodes thanthe frequency the mobile nodes use to communicate among themselves (multi-classnetwork), then the mobile-base station interface may be seen as an additional resourcethat may be exploited. In this example the mobile nodes constitute the horizontalnetwork and the base station (alone) constitutes the vertical network. There mayalso be more than one base stations.The above examples constitute multi-class networks since some nodes (horizontalor vertical) may posses only one interface whereas others may have two; that is, ahorizontal node may have a horizontal-horizontal interface together with a horizontal-vertical interface. The same is applicable to a vertical node. In any of the previouscases, the existence of two di�erent levels is an advantage, and the horizontal-verticalinterface is a resource that has be to used wisely. Since there is a large number ofnodes expected to have access to an horizontal-vertical interface, that resource willbecome easily congested with transmissions that might as well be forwarded over thehorizontal network. At the same time, under-utilizing the horizontal-vertical networkmay reduce the throughput and increase the delay over the horizontal network. Dif-ferent routing possibilities in a two-level network are shown in Figure 2.5 where asource node (S) tries to reach a destination node (D); node V belongs to the verticalnetwork and may or may not be involved.Next, a discussion on the expected results of applying a multi-mode routing pro-tocol based on the framework presented in section 2.2 and Figure 2.1 is presented.By employing the LLS algorithm, each node in the vertical network will havefull knowledge of the horizontal network topology. At the same time, nodes in thehorizontal network will be aware of the horizontal-vertical links. The vertical nodesand their coverage area will be easily discovered. The SO algorithm may focus on thehorizontal network only. In this particular case it is easy to argue that the verticalnodes need to be excluded from the SO algorithm. In general, though, this maynot be the case and further research is required to come up with well de�ned rulesto determine which nodes should participate in the SO algorithm. Finally, the SOalgorithm will identify the best candidates to be reference nodes. Again, referencenodes should be created only if it is worthy.
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Figure 2.5: Four possibilities for resource utilization between a Source (S) and aDestination (D) in a two level networkConsider the case when tra�c and mobility rates make it attractive to createreference areas. In this case, the location management scheme is greatly simpli�ed,as follows. If the source node has outdated location info to the destination the nodewill send a REQUEST using the vertical network. The destination node will respondto the REQUEST with its current location. At this moment the source may forwardsuccessive packets of the session over the horizontal network avoiding congestion of thehorizontal-vertical interface (which is needed to forward packets between horizontalnodes that are unreachable through the horizontal network). In case the horizontal-vertical interface is lightly loaded, then a comparison between the cost of using thehorizontal network versus using the horizontal-vertical interface should be performed.The presence of the vertical network is expected to reduce the broadcasts andother congestion-causing packets in the horizontal network. Also, packets that wouldneed to traverse long paths in the horizontal network will be forwarded using thehorizontal-vertical interface whereas packets that would need to traverse short pathsin the horizontal network will be transmitted over the horizontal network.When horizontal routes are available, the cost of using the horizontal network will



CHAPTER 2. Multi-Mode Routing 37depend on the routes length, congestion, and quality (stability). When the locationis not well known but only past information is available, the cost function should alsore
ect the likelihood that the destination is around the last recorded position andtherefore will be dependent on the elapsed time. The cost of using the horizontal-vertical interface will be dependent mainly on the bandwidth availability.In conclusion, the LLS and SO algorithm working together will allow for a moree�cient use of the communications resources on a two level network.2.6 SummaryThis chapter presented a framework for a multi-mode routing protocol that adaptsitself to the current network conditions (size, mobility and tra�c patterns). Based onthe network state information provided by the structure-learning/engaging modules,a multi-mode routing engine should determine and enforce the most e�cient `mode'of operation for each destination.Two complementary algorithms were proposed to be running in each structure-learning/engaging module. These algorithms will be running permanently at theirrespective module (at each node) in a proactive fashion. However, they will propagateinformation (across peer modules) over the network only when it is justi�ed, basedon a control overhead versus routing degradation trade o� analysis.Thanks to the information propagated by these structure-learning/engaging algo-rithms, each node's multimode routing engine (see Figure 2.1) will have knowledge ofthe state of some links (the closer ones and even some links far away that are stable),as well as links towards some regions of the network (reference areas). Additionally,information regarding the location (reference area) of some destinations will be avail-able proactively. Based on this information a multi-mode routing engine (the core ofa multi-mode routing protocol) may select its `mode' of operation. Possible decisionsmay include the use of a pre-calculated path of stable links (if available and if stablelinks are not congested); the use of links toward the destination node's reference areaexpecting that the packet at some point will �nd a node with knowledge of routestoward the destination (see Figure 2.3); the use of a query or a broadcast packet to



CHAPTER 2. Multi-Mode Routing 38get the destination node's location information; or simply use a combination of routediscovery/
ooding.Finally, a discussion of the applicability of the proposed framework to solving somecomplex real life situations has shown the potential of using a multi-mode routingapproach. This potential justi�es further research in this area.The next chapters will further study the LLS and SO algorithms, the basic piecesof the multi-mode routing framework in isolation. This study is intended to providea better insight into their dynamics that will prove useful when actually designinga multi-mode routing protocol. The work in the next chapters temporarily deviatesfrom the multi-mode routing protocol design, since it was recognized that a deepunderstanding of the dynamics involved in ad hoc networks was missing. The nextchapters close this gap by providing the �rst theoretical study of the fundamentalproperties and limits of ad hoc networks. To this extent, LLS and SO are studiedseparately. Chapters 3 and 4 focus on simpli�ed variants of LLS and the issue ofscalability in mobile ad hoc networks. Chapter 5 studies the feasibility of the SOalgorithm and presents a detailed description of the �rst ad hoc routing protocolthat tries to learn and exploit the mobility and tra�c patterns. Further work shouldexploit the gained understanding to analyze the LLS and SO interactions and bringthem together in a common multi-mode routing protocol, following the frameworkpresented in section 2.2 and Figure 2.1.



Chapter 3HSLS : Making Link-State RoutingScaleIn the previous chapter, a framework for a multi-mode routing protocol for ad hocnetworks was proposed. This framework consists of three elements: a multi-moderouting engine, a self-organizing module, and a limited information disseminationmodule. The main function of the limited information dissemination module is toprovide the other two modules with partial information about the state of othernodes in the network. More information is provided for nodes closer to the node,and the granularity and quality of the information provided is allowed to degradefor nodes farther away. This way, the limited information dissemination module mayprovide necessary information for nodes close by without congesting the network.The speci�c algorithm to be executed at the limited information disseminationmodule has not been speci�ed, but a good candidate, the Limited Link State (LLS)algorithm, was proposed. LLS limits the depth of propagation of Link State Updates(LSUs) by setting the LSU packet's Time To Live (TTL) �eld to lower values than inStandard Link State (SLS), based on each link stability and past history of LSUs. Asa result, nodes will have information about stable links far away and unstable linksclose by.However, the previous chapter did not complete the LLS algorithm speci�cation,that is, it did not de�ne the speci�c functional dependency of propagation depth of39



CHAPTER 3. HSLS : Making Link-State Routing Scale 40LSUs with time and stability. The reason for leaving the speci�cation incompletewas that the author recognized that, previous to this chapter work, the impact ofthe limited LSU propagation on the e�ectiveness of a routing protocol was not wellunderstood. Thus, the author realized that a previous step before fully characterizingthe LLS algorithm is to understand the trade-o� inherent between the reduction ofthe control overhead and the degradation of the routing protocol performance due tosuch a reduction.In this chapter, simpli�ed versions of LLS are studied. Basically, we relax LLS'sdependency on the link stability and characterize the impact of limited informationabout distant nodes in the routing protocol e�ectiveness. The results obtained in thischapter and next one, provide a guideline for designing the LLS algorithm. Theseresults also provide a new understanding of the scalability properties of link-statealgorithms, in particular, and of the scalability limits of routing protocols, in general.The family of LLS simpli�cations studied in this work are referred to as the FuzzySighted Link State (FSLS) family. Members of this family capture the basic LLSproperty that nodes close by will have more up-to-date information that nodes fartheraway. Thus, a node view of the network is `fuzzy'. FSLS may be interpreted as theresult of applying LLS to an homogeneous network, where all links are unstables.FSLS is a contribution in its own right, since it is an improvement/generalizationover existing link state approaches. FSLS attempts to scale link-state routing bylimiting the scope of link state update dissemination in space and over time. Thus,study of the family of FSLS algorithms lead to an understanding of the fundamentallimitation of link-state scalability and to the derivation of the (probably) optimal 1link-state algorithm: the Hazzy Sighted Link State (HSLS) protocol. HSLS is an easy-to-implement link-state variant that present the best scalability properties amonglink-state and other protocols. Thus, HSLS is an important, timely contribution ofthis dissertation. Another contribution is the better understanding of the limits on1We found a feasible solution inducing a total overhead that is less than 1% above a theoreticallower bound. Thus, from an engineering point of view, our solution may be regarded as equivalentto the optimal, i.e. if a better feasible solution existed, since it would also induce a total overheadgreater than the lower bound, that solution performance and ours will be less than 1% apart, andmay be regarded as equivalent.



CHAPTER 3. HSLS : Making Link-State Routing Scale 41scalability on ad hoc networks provided by this and the next chapter.In this chapter, the �rst fundamental analysis of the class of FSLS algorithms ispresented. Using a novel perspective on the \overhead" of a protocol that includesnot only the overhead due to control messages but also due to route suboptimality,an analytical model whose solution automatically leads to the best algorithm in thisclass is formulated. This algorithm (HSLS) is shown to have (in the next chapter)the best asymptotic overhead among known routing protocols { proactive or reactivealike.The remainder of this chapter is organized as follows: Section 3.1 gives an overviewof the previous work on link state routing and scalability. This review will be latercomplemented (section 3.3) with a more in-depth discussion/comparison of thoseprotocols in the literature that present similarities with members of the FSLS fam-ily. Section 3.2 presents a discussion on scalability that leads to the de�nition ofthe total overhead and to focus on limited dissemination link state approaches. Sec-tion 3.3 introduces the family of Fuzzy Sighted Link State (FSLS) algorithms, thatare intended to reduce (limit) the routing information overhead at the expense ofsome route suboptimality. Section 3.4 presents a mobility-based, probabilistic, ana-lytical model that allows to determine the best algorithm in the FSLS family, namelythe Hazy Sighted Link State (HSLS) algorithm. Section 3.5 discusses some imple-mentation issues and present the algorithmic description of the proposed protocol.Section 3.6 complements the analysis with simulation results. Finally, Section 3.7presents this chapter's conclusions.3.1 Related Previous WorkSince its inception as part of the ARPANET, link-state routing has become the mostwidely used approach in the Internet. Its popularity has resulted from its uniqueadvantages, including simplicity, robustness, predictable dynamics, and unmatchedsupport for 
exible QoS-based route generation. Unfortunately, as it is widely rec-ognized, link-state routing as used in the wired Internet scales poorly when used inmobile ad hoc networks.



CHAPTER 3. HSLS : Making Link-State Routing Scale 42Given its advantages, a su�ciently scalable version of link-state routing wouldbe invaluable for ad hoc networks. Not surprisingly therefore, there are a numberof approaches in the literature with this goal. These approaches may be classi�edinto e�cient dissemination approaches and limited dissemination approaches. Bothattempt to reduce the routing update overhead, but do so in di�erent ways. Ine�cient dissemination, updates are sent throughout the network, but more e�cientlycompared to traditional 
ooding. Examples include TBRPF[103], OLSR [57], STAR[104], etc. In contrast, limited dissemination consists of restricting the scope of routingupdates in space and time. Examples include hierarchical link state [105], FSR andGSR (see [116]), etc. It may be noted that limited dissemination techniques holda greater potential to reduce routing overhead as network size increases. Limiteddissemination techniques are not exclusive to link-state routing, and there have beenproposals like DREAM [109] and ZRP [112] that apply this concept to geographicaland hybrid (proactive and reactive) routing, respectively.Scalability and other performance aspects of ad hoc routing have been studiedpredominantly via simulations. The lack of much needed theoretical analysis in thisarea is due, we believe, in part to the lack of a common platform to base theoreticalcomparisons on, and in part due to the abstruse nature of the problem. Despitelimited prior related theoretical work, there have been notable exceptions. In [81]analytical and simulation results are integrated in a study that provides valuableinsight into comparative protocol performance. However, it fails to deliver a �nalanalytical result, deferring instead to simulation.In this chapter, limited dissemination techniques are considered from a fundamen-tal viewpoint. This treatment is anchored around the following generalized link-staterouting approach: send an update every ti seconds with a network scope of ri hops.This represents a family of techniques for each combination of instantiations of ti andri. The family includes many intuitively feasible and useful techniques, including tra-ditional link-state routing. In the context of this generalized approach, the problemof instantiating ti and ri so that the performance be optimized is considered. Solvingthis problem automatically yields the best protocol in this family.Limited dissemination techniques incur a cost in terms of suboptimal routing that



CHAPTER 3. HSLS : Making Link-State Routing Scale 43needs to be considered in formulating the optimization problem and conducting theanalysis. Indeed, this is a case with many other routing protocols as well, includingDSR[107], AODV [108], etc. Traditionally, the cost of suboptimal routing has beenignored, and only the cost of control message overhead has been considered. A newde�nition of \overhead" that includes not only the control message overhead but alsothe cost of suboptimal routing is proposed. 2 Such a de�nition facilitates a faircomparison of protocols not only within the fuzzy-sighted family, but also amongstpreviously published protocols.The contributions of this work include the following. A new design space for linkstate routing protocols is introduced by presenting a family of (potentially scalable)algorithms that are neither global nor local, but where each node may have a di�erentview of the network. A new de�nition and methodology for computing the overheadinduced by a routing protocol is introduced. This methodology allows for comparisonamong quite diverse protocols (see next chapter). A mobility-based, probabilistic,analytical model for the study of link state routing algorithms is presented. As aconsequence, the scalability limits of link state algorithms are well understood andthe best link state variant is identi�ed.Finally, a unique feature of the present work is that the resulting algorithm {the Hazy Sighted Link State (HSLS) { is synthesized automatically from the analy-sis, rather than being followed by the analysis as is tipically the case. Morever, itis performance-driven, focusing on average system performance instead of focusingon handling exceptional (rare) cases 3, or achieving qualitative characteristics (loopfreedom, database consistency, etc.) whose impact on the overall system performanceis not clear.2While both the control overhead and the suboptimal routing degradation have been considered asperformance metrics in the past, this work is the �rst one that combines both in a uni�ed metric. Asa consequence, a closed form expression quantifying the combined e�ect due to limited informationdissemination was possible to derive.3Exceptional cases are best considered after the baseline approach has been worked out, providedthat the exceptional cases are rare and do not cause the algorithm to break.



CHAPTER 3. HSLS : Making Link-State Routing Scale 443.2 A New Perspective on ScalabilityTraditionally, the term overhead has been used in relation to the control overhead,that is, the amount of bandwidth required to construct and maintain a route. Thus, inproactive approaches overhead has been expressed in terms of the number of packetsexchanged between nodes, in order to maintain the node's forwarding tables up-to-date. In reactive approaches, overhead has been described in terms of the bandwidthconsumed by the route request/reply messages (global or local). E�cient routingprotocols try to keep the aforementioned overhead low.While it is true that the control overhead signi�cantly a�ects the protocol be-havior, it does not provide enough information to facilitate a proper performance as-sessment of a given protocol since it fails to include the impact of suboptimal routeson the protocol's performance. As the network size increases above, say, 100 nodes,keeping route optimality imposes an unacceptable cost under both the proactive andreactive approaches, and suboptimal routes become a fact of life in any scalable rout-ing protocol. Suboptimal routes are introduced in reactive protocols because they tryto maintain the current source-destination path for as long as it is valid, although itmay no longer be optimal. Also, local repair techniques try to reduce the overheadinduced by the protocol at the expense of longer, non optimal paths. Proactive ap-proaches introduce suboptimal routes by limiting the scope of topology informationdissemination (e.g. hierarchical routing [105]) and/or limiting the time between suc-cessive topology information updates dissemination so that topology updates are nolonger instantaneously event-driven (e.g GSR [116]).Thus, it is necessary to revise the concept of overhead so that it includes thee�ect of suboptimal routes in capacity limited systems, that is, suboptimal routesnot only increase the end-to-end delay but also result in a greater bandwidth usagethan required. This extra bandwidth is an overhead that may be comparable tothe other types of overhead. Approaches that attempt to minimize only the controloverhead may lead to the (potentially erroneous) conclusion that they are \scalable"by inducing a �xed amount of the aforementioned overhead, while in practice theresulting performance be seriously degraded as the extra bandwidth overhead induced



CHAPTER 3. HSLS : Making Link-State Routing Scale 45by suboptimal routes increases with the network size. Thus, a more e�ective de�nitionof the overhead { which will be considered in the remainder of this work { is introducedin the next subsection.3.2.1 Total OverheadIn order to quantify the e�ect of a routing protocol on the network performance, theminimum tra�c load of the network as a routing protocol-independent metric needsto be de�ned �rst, as follows:De�nition 3.1 The minimum tra�c load of a network, is the minimum amountof bandwidth required to forward packets over the shortest distance (in number ofhops) paths available, assuming all the nodes have instantaneous a priori full topologyinformation.The above de�nition is independent of the routing protocol being employed, sinceit does not include the control overhead but assumes that all the nodes are provided apriori global information. It should be noted that it is possible that in �xed networksa node is provided with static optimal routes, and therefore there is no bandwidthconsumption above the minimum tra�c load. On the other hand, in mobile scenariosthis is hardly possible. Due to the unpredictability of the movement patterns and thetopology they induce, even if static routes are provided so that no control packetsare needed, it is extremely unlikely that these static routes remain optimal duringthe entire network lifetime. Thus, since suboptimal routes are present, the actualnetwork bandwidth usage would be greater than the minimum tra�c load value.This motivates the following de�nition of the total overhead of a routing protocol.De�nition 3.2 The total overhead induced by a routing protocol is the di�erencebetween the total amount of bandwidth actually consumed by the network runningsuch routing protocol minus the minimum tra�c load that would have been requiredshould the nodes had a priori full topology information.Thus, the actual bandwidth consumption in a network will be the sum of a protocolindependent term, the minimum tra�c load, and a protocol dependent one, the total



CHAPTER 3. HSLS : Making Link-State Routing Scale 46overhead. Obviously, e�ective routing protocols should try to reduce the second term(total overhead) as much as possible. To this end, the remainder of this section willdiscuss the di�erent sources that contribute to this total overhead. Such a studywill provide a methodology for the computation of the total overhead induced bymembers of the FSLS family of algorithms. This methodology will also prove usefulfor computing the total overhead for several representative protocols in the literature(see next chapter).The di�erent sources of overhead that contribute to the total overhead may begrouped and expressed in terms of reactive, proactive, and suboptimal routing over-heads. These sources of overhead have been considered in the past, but this work isthe �rst one that e�ectively combines all of them in a uni�ed framework, leading tothe derivation of a tractable model.The reactive overhead of a protocol is the amount of bandwidth consumed by thespeci�c protocol to build paths from a source to a destination, after a tra�c 
ow tothat destination has been generated at the source. In static networks, the reactiveoverhead is a function of the rate of generation of new 
ows. In dynamic (mobile)networks, however, paths are (re)built not only due to new 
ows but also due tolink failures in an already active path. Thus, in general, the reactive overhead is afunction of both tra�c and topology change.The proactive overhead of a protocol is the amount of bandwidth consumed bythe protocol in order to propagate route information before it is needed. This maytake place periodically and/or in response to topological changes.The suboptimal routing overhead of a protocol is the di�erence between the band-width consumed when transmitting data from all the sources to their destinationsusing the routes determined by the speci�c protocol, and the bandwidth that wouldhave been consumed should the data have followed the shortest available path(s).For example, consider a source that is 3 hops away from its destination. If a proto-col chooses to deliver one packet following a k (k > 3) hop path (maybe because ofout-of-date information, or because the source has not yet been informed about theavailability of a 3 hop path), then (k � 3) � packet length bits will need to be addedto the suboptimal routing overhead.



CHAPTER 3. HSLS : Making Link-State Routing Scale 47The total overhead provides an unbiased metric for performance comparison thatre
ects bandwidth consumption. Despite increasing e�ciency at the physical andMAC-layers, bandwidth is likely to remain a limiting factor in terms of scalability,which is a crucial element for successful implementation and deployment of ad hocnetworks. The authors recognize that total overhead may not fully characterize allthe performance aspects relevant to speci�c applications. However, it can be usedwithout loss of generality as it is proportional to factors including energy consumption,memory and processing requirements; furthermore, delay constraints have been shownto be expressed in terms of an equivalent bandwidth [82].3.2.2 Achievable Regions and Operating PointsThe three di�erent overhead sources mentioned above are locked in a 3-way trade-o� since, in an already e�cient algorithm, the reduction of one of them will mostlikely cause the increase of one of the others. For example, reducing the `zone' size inZRP will reduce ZRP's proactive overhead, but will increase the overhead incurredwhen `bordercasting' new route request, thus increasing ZRP's reactive overhead.The above observation leads to the de�nition of the achievable region of overheadas the three dimensional region formed by all the values of proactive, reactive, andsuboptimal routing overheads that can be achieved (induced) by any protocol underthe same scenario (tra�c, mobility, etc.). Figure 3.1 shows a typical 2-dimensionaltransformation of this `achievable region' where two sources of overhead (reactive andsuboptimal routing) have been added together for the sake of clarity. The horizontalaxis represents the proactive overhead induced by a protocol, while the vertical axisrepresents the sum of the reactive and suboptimal routing overheads.It can be seen that the achievable region is convex 4, lower-bounded by the curveof overhead points achieved by the `e�cient' (i.e. minimizing some source of overheadgiven a condition imposed on the others) protocols.For example, point P is obtained by the best pure proactive approach given that4To see that the achievable region is convex, just consider the points P1 and P2 achieved byprotocols P1 and P2. Then, any point �P1+(1��)P2 can be achieved by engaging protocol P3 thatbehaves as protocol P1 a fraction � of a (long) time and as protocol P2 the remaining of the time.
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Figure 3.1: Overhead's achievable region.optimal routes are required, that is, given the constraints that the suboptimal andreactive overheads must be equal to zero. P moves to the right as mobility increases.Similarly, point R is achieved for the best protocol that does not use any proactiveinformation. Obviously, the best protocol (in terms of overhead) is the one thatminimizes the total overhead achieving the point Opt (point tangent to the curvex + y = constant).Di�erent scenarios result in di�erent slopes of the boundary of the achievableregion and consequently di�erent points Opt. For example, if the tra�c increases ordiversi�es R moves upward and, if mobility is low P moves to the left and may causeOpt to coincide with the point P (pure proactive protocol with optimal routes). Thereverse is also true as the mobility rate increases and the tra�c diversity/intensitydecreases. Figure 3.2 shows how the boundary of the achievable region is (re)shapedas the network size increases. The lower curve corresponds to the boundary regionwhen the network size is small. The e�ect of increasing the network size is to `pull'the boundary region up. However, the region displacement is not uniform as will bediscussed next.
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Figure 3.2: Change in achievable region due to size.Pure proactive protocols, as for example SLS, may generate a control message (inthe worse case) each time a link change is detected. Each control message will beretransmitted by each node in the network. Since both the generation rate of controlmessages and the number of message retransmissions increases linearly with networksize (N), the total overhead induced by pure proactive algorithms (that determinethe point P ) increases as rapidly as N2.Pure reactive algorithms, as for example DSR without the route cache option, willtransmit route request (RREQ) control messages each time a new session is initiated.The RREQ message will be retransmitted by each node in the network. Since boththe rate of generation of RREQ and the number of retransmissions required by eachRREQmessage increases linearly withN , it is concluded that pure reactive algorithms(and the point R) increases as rapidly as N2.On the other hand, protocols inducing `intermediate points', such as Hierarchicallink state (HierLS) and ZRP, may increase more slowly with respect to N . In Chap-ter 4 it is shown that under assumptions a.1-a.8 (Section 3.4.1) HierLS's and ZRP'sgrowth with respect to N was roughly N1:5 and N1:66 , respectively.



CHAPTER 3. HSLS : Making Link-State Routing Scale 50Summarizing, it can be seen that points P and R increase proportionally to �(N2)whereas an `intermediate' point as HierLS increases almost as �(N1:5). 5 Referringagain to Figure 3.2, it is easy to see that the extreme points are stretched \faster"than the intermediate points. Thus, as size increases, the best operating point is farfrom the extreme points P and R but in the region where the proactive, reactive, andsuboptimal routing overheads are balanced.Further research should be focused on protocols such as the Zone Routing Protocol(ZRP) [112] HierLS variants (e.g. [105] and [67]), and other protocols that operatein this (intermediate) region, where suboptimal routes are present.3.3 Fuzzy Sighted Link State (FSLS) AlgorithmsIt was previously pointed out that a pure proactive protocol such as SLS may notscale well with size since the overhead it induces increases as rapidly as N2. However,a reduction of the proactive overhead may be achieved both in space (by limitingwhich nodes the link state update is transmitted to) and in time (by limiting thetime between successive link status information dissemination). Such a reductionon proactive overhead will induce an increase in suboptimal routing overhead, andtherefore a careful balance is necessary. This observation has motivated the studyof the family of Fuzzy Sighted Link State (FSLS) protocols introduced below, wherethe frequency of Link State Updates (LSUs) propagated to distant nodes is reducedbased on the observation that in hop-by-hop routing, changes experienced by nodesfar away tend to have little impact in a node's `local' next hop decision.In a highly mobile environment, under a Fuzzy Sighted Link State (FSLS) protocola node will transmit - provided that there is a need to - a Link State Update (LSU)only at particular time instants that are multiples of te seconds. Thus, potentiallyseveral link changes are `collected' and transmitted every te seconds. The Time ToLive (TTL) �eld of the LSU packet is set to a value (which speci�es how far the LSUwill be propagated) that is a function of the current time index as explained below.5Standard asymptotic notation is employed. A function f(n) = �(g(n)) if there exists constantsc1; c2, and n0 such that c1g(n) � f(n) � c2g(n) for all n � n0.



CHAPTER 3. HSLS : Making Link-State Routing Scale 51After one global LSU transmission { LSU that travels over the entire network, i.e.TTL �eld set to in�nity, as for example during initialization { a node `wakes up' everyte seconds and sends a LSU with TTL set to s1 if there has been a link status changein the last te seconds. Also, the node wakes up every 2 � te seconds and transmits aLSU with TTL set to s2 if there has been a link status change in the last 2�te seconds.In general, a node wakes up every 2i�1 � te (i = 1; 2; 3; :::) seconds and transmits aLSU with TTL set to si if there has been a link status change in the last 2i�1 � teseconds.6If the value of si is greater than the distance from this node to any other node inthe network (which will cause the LSU to reach the entire network), the TTL �eldof the LSU is set to in�nity (global LSU), and all the counters and timers are reset.In addition, as a soft state protection on low mobility environments, a periodic timermay be set to ensure that a global LSU is transmitted at least each tb seconds. Thelatter timer has e�ect in low mobility scenarios only, since in high mobility ones,global LSUs are going to be transmitted with high probability.Figure 3.3 shows an example of FSLS's LSU generation process when mobility ishigh and consequently LSUs are always generated every te seconds. Note that thesequence s1; s2; : : : is non-decreasing. For example consider what happens at time 4te(see �gure 3.3). This time is a multiple of te (associated with s1), also a multiple of2te (associated with s2) and 4te (associated with s3). Note that if there has been alink status change in the past te or 2te seconds, then this implies that there has beena link change in the past 4te seconds. Thus, if we have to set the TTL �eld to atleast s1 (or s2) we also have to increase it to s3. Similarly, if there has not been alink status change in the past 4te seconds, then there has not been a link change inthe past te or 2te seconds. Thus, if we do not send a LSU with TTL set to s3, we donot send a LSU at all. Thus, at time 4te (as well at times 12te, 20te any other time4 � k � te where k is an odd number) the link state change activity during the past4te seconds needs to be checked and, if there is any, then an LSU with TTL set to s3will be sent. Thus, in the highly mobile scenario assumed on �gure 3.3, a LSU with6Strictly speaking, the node will consider link changes since the last time a LSU with TTLgreater or equal to si was considered (not necessarily transmited). This di�erence does not a�ectthe algorithm's behavior in high mobility scenarios, so it will be ignored for the sake of simplicity.
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Figure 3.3: Example of FSLS's LSU generation processTTL equal to s3 is sent at times 4te and 12te.The above approach guarantees that nodes that are si hops away from a taggednode will learn about a link status change at most after 2i�1te seconds. Thus, themaximum `refresh' time (T (r)) as a function of distance (r) is as shown in Figure 3.4.The function T (r) will determine the latency in the link state information, and there-fore will determine the performance of the network under a FSLS algorithm.Di�erent approaches may be implemented by considering di�erent fsig sequences.Two novel (in this setting) but familiar cases: Discretized Link State (DLS) and NearSighted Link State (NSLS) (see Figures 3.5 and 3.6) are discussed next.DLS is obtained by setting si = 1 for all i (see Figure 3.5 left). DLS is similarto the Standard Link State (SLS) algorithm and di�ers only in that under DLS aLSU is not sent immediately after a link status change is detected but only when thecurrent te interval is completed. Thus, several link status changes may be collectedin one LSU. DLS is a modi�cation of SLS that attempts to scale better with respectto mobility. Under high mobility, DLS presents some similarities with Global StateRouting (GSR)[116], another protocol that attempts to scale with mobility. In GSR,a node exchanges its version of the network topology table with its one-hop neighbors
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Figure 3.7: GSR's (left) and FSR's (right) maximum refresh time T (r) as a functionof distance from link event.of routes to every destination. In NSLS, as time evolves and nodes move, the referrednode will learn that the previously computed routes will fail due to links going down.However, the node will not learn of new routes becoming available because the out-of-sight information is not being updated. This problem is not unique to NSLS butit is common to every algorithm in the FSLS family. NSLS, however, represents itsworst case scenario. To solve this problem, NSLS (and any algorithm in the FSLSfamily) uses the `memory' of past links to forward packets in the direction it `saw'the destination for the last time. As the packet gets to a node that is on the `sight'of the destination, this node will know how to forward the packet to the destination.The above is achieved by building routes beginning from the destination and goingbackwards until getting to the source; without removing old entries that althoughinaccurate, allows tracing the destination.NSLS has similarities with the Zone Routing Protocol (ZRP) [112]. ZRP is ahybrid approach, combining a proactive and a reactive part. ZRP tries to minimizethe sum of the proactive and reactive overhead. In ZRP, a node propagates event-driven (Link State) updates to its k-hops neighbors (nodes at a distance, in hops, ofk or less). Thus, each node has full knowledge of its k-hop neighborhood and may



CHAPTER 3. HSLS : Making Link-State Routing Scale 56forward packets to any node on it. When a node needs to forward a packet outside itsk-hop neighborhood, it sends a route request message (reactive part) to a subset ofnodes (namely, `border nodes'). The `border' nodes have enough information abouttheir k-hop neighborhood to decide whether to reply to the route request or to forwardit to their own set of `border' nodes. NSLS is similar to the proactive part of ZRP[112] without the reactive route search.Also, there are similarities between NSLS and the Distance Routing E�ect Al-gorithm for Mobility(DREAM) [109], with the di�erence that NSLS limits the LSUpropagation based on the number of hops traversed, meanwhile DREAM limits theposition update message's propagation based on the geographical distance to thesource.There are also similarities between NSLS and Fisheye State Routing (FSR) 9[116]. FSR uses the same topology dissemination mechanism as GSR, but it does nottransmit the whole topology information each tflood seconds. Instead, only a shortversion including only the closest (`in scope') nodes entries is transmitted. A second,larger timer (tlarge) is used to exchange information about out-of-scope nodes (therest of the network). Setting te = tflood and tb = tlarge, and k such that all the nodesin-scope are k or less hops away, NSLS induces the same control overhead as FSR;however, the latency in updating link state information { as re
ected in the functionT (r) { is greater in FSR than in NSLS. In NSLS, T (r) = te for r � k, and T (r) = tbfor r > k, as shown in �gure 3.6 (right). In the other hand, in FSR, a LSU have towait at most te seconds (in average te2 ) to be propagated one more hop away fromthe node experiencing the link event while it is in scope (r � k), and wait tb secondswhen it is `out-of-scope' (i.e. r > k). Thus, for FSR T (r) = te � r for r � k, andT (r) = k � te+(r� k) � tb (see Figure 3.7 right), which is signi�cantly larger than thevalues for NSLS.Finally, the family of Fuzzy Sighted Link State algorithms is based on the ob-servation that nodes that are far away do not need to have complete topologicalinformation in order to make a good next hop decision, thus propagating every link9The same comments about the advantage of grouping LSUs in larger packets to reduce idletimes during channel acquisition mentioned in GSR are applicable to FSR.



CHAPTER 3. HSLS : Making Link-State Routing Scale 57status change over the network may not be necessary. The sequence fsig must bechosen as to minimize the total overhead (as de�ned in the previous section). Thetotal overhead is greatly in
uenced by the tra�c pattern and intensity. However,the choice of fsig is solely determined by the tra�c locality conditions. In the nextsections, a uniform tra�c distribution among all the nodes in the network is assumedand, as a consequence, the best values of fsig were found to be equal to fsig = f2ig,de�ning the Hazy Sighted Link State (HSLS) algorithm.3.4 HSLS, the Optimal FSLS ApproachIn this section, the best values of fsig for the FSLS algorithm will be determined.These values will be the ones that minimize the total overhead. For this objective,an approximate expression for the total overhead induced by a tagged (typical) nodewill be derived. This expression will be derived by ignoring boundary e�ects, but theresulting fsig will provide insight about the properties of the global solution, and willbe applicable to the entire network.In the next subsection (5.1) the network model and assumptions used on theanalysis are introduced. Subsection 5.2 presents an approximate expression for thetotal overhead induced by a tagged node. Finally, the (likely) best sequence fsigde�ning the Hazy Sighted Link State (HSLS) algorithm is derived in subsection 5.3.3.4.1 Network ModelLet N be the number of nodes in the network, d be the average in-degree, L be theaverage path length over all source destination pairs, �lc be the expected number oflink status changes that a node detects per second, �t be the average tra�c rate thata node generates in a second (in bps), and �s be the average number of new sessionsgenerated by a node in a second.The following assumptions, motivated by geographical reasoning, de�ne the kindof scenarios targetted on this work:a.1 As the network size increases, the average in-degree d remains constant.



CHAPTER 3. HSLS : Making Link-State Routing Scale 58a.2 Let A be the area covered by the N nodes of the network, and � = N=A be thenetwork average density. Then, the expected (average) number of nodes insidean area A1 is approximately � � A1.a.3 The number of nodes that are at distance of k or less hops away from a sourcenode increases (on average) as �(d � k2). The number of nodes exactly at khops away increases as �(d � k).a.4 The maximum and average path length (in hops) among nodes in a connectedsubset of n nodes both increase as �(pn). In particular, the maximum pathlength across the whole network and the average path length across the network(L) increases as �(pN).a.5 The tra�c that a node generates in a second (�t), is independent of the networksizeN (number of possible destinations). As the network size increases, the totalamount of data transmitted/received by a single node will remain constant butthe number of destinations will increase (the destinations diversity will increase).a.6 For a given source node, all possible destinations (N �1 nodes) are equiprobableand { as a consequence of a.5 { the tra�c from one node to every destinationdecreases as �(1=N).a.7 Link status changes are due to mobility. �lc is directly proportional to the relativenode speed.a.8 Mobility models : time scaling.Let f1=0(x; y) be the probability distribution function of a node position at time1 second, given that the node was at the origin (0; 0) at time 0. Then, theprobability distribution function of a node position at time t given that thenode was at the position (xt0 ; yt0) at time t0 is given by ft=t0(x; y; xt0 ; yt0) =1(t�t0)2 f1=0(x�xt0t�t0 ; y�yt0t�t0 ).Similarly, let g0=1(x; y) be the probability distribution function of a node positionat time 0 second, given that it is known that the node position at time 1 will



CHAPTER 3. HSLS : Making Link-State Routing Scale 59be (0; 0). Then, the probability distribution function of a node position at timet < t1 given that the node will be at the position (xt1 ; yt1) at time t1 is givenby gt=t1(x; y; xt1 ; yt1) = 1(t1�t)2 g0=1(x�xt1t1�t ; y�yt1t1�t ).Assumption a.1 follows since imposing a �xed degree in a network is desirable andachievable. It is desirable, because allowing the density to increase without boundjeopardizes the achievable network throughput. It is achievable, because there aree�ective power control mechanisms available [114]. In general, a topology controlalgorithm should attempt to make the density as small as possible without compro-mising (bi)connectivity.Assumption a.2 is motivated by the observation that on large scales uniformity ofnode distribution is expected to increase. For example, it is expected that half the areacovered by the network contains approximately one half of the nodes in the network.For a speci�c network topology this assumption may not hold; however, on averagewe expect this to be the case. This work focuses on expected (mean) behavior. Thus,although geographical reasoning may not de�ne one hop connectivity (where multi-path fading, obstacles, etc. are more important), it strongly in
uences connectivityas observed according to larger scales. One can talk about the `geographical' and`topological' regions. In the `geographical' (large-scale) region, geographical-basedreasoning shapes routing decisions. In the `topological' region, it is the actual { andapparently arbitrary { link connectivity (topology) that drives the routing decisions,and geographical insights are less useful.Assumptions a.3 and a.4 are based on assumption a.2. For example, consider acircular area centered at node S of radius R with n nodes in it. Doubling the arearadius (2R) will quadruple the covered area, and therefore quadruple the numberof nodes inside the area. On the other hand, the distance (in meters) from S tothe farthest nodes will have only doubled, and assuming that the transmission range(after power control) of the nodes does not change, then the distance (in hops) willalso double (on the average). Similarly, the `boundary' area (where the nodes farthestaway from S are) will increase linearly (as the circumference of a circle does) withthe radius.Assumption a.5 and a.6 are �rst order approximations motivated by observed



CHAPTER 3. HSLS : Making Link-State Routing Scale 60behavior with existing networks; that is, as the network size increases the total amountof tra�c generated by a single user typically diversi�es rather than increases. Forexample, the availability of low-cost long distance service permits a user to speakwith more family members and friends (wherever they are), but does not increase thetotal time the user has to spare for personal phone calls. Similarly, with the increasein size and content of the Internet, a user may �nd more web pages he/she would liketo visit (destination set diversi�es) but if the amount of bandwidth and time availablefor the user to connect is �xed, he/she will limit the total time (and tra�c) spenton the Internet. Assumptions a.5 and a.6 are motivated by the behavior of humanusers, and some other networks may violate these assumptions. For example, insensor networks each node may broadcast its information to all other nodes (causing�t to increase as �(N)), or transmit to a central node (causing the destination set toconsist of only 1 node, violating assumption a.6).The tra�c assumption is crucial to the analysis as it largely determines the e�ectof suboptimal routing on performance. For example, if tra�c is limited to the localityof the source then hierarchical routing [105], ZRP [112], and NSLS will bene�t. Onthe other hand, having a small set of destinations will favor algorithms such as DSR[107]. Uniform tra�c tends to favor proactive approaches such as link state. Ingeneral, the e�ects of relatively equally distributed tra�c tends to pose the mostdemanding requirements on a routing protocol. For this reason the analysis focuseson this case. Hence, assumption a.6 is not considered an unfair bias towards link stateapproaches. A protocol that is scalable (with respect to tra�c) under assumption a.6,will also be scalable under any other tra�c pattern. On the other hand, a protocolthat is scalable under a localized tra�c scenario, may fail when applied to a uniformtra�c scenario.Assumption a.7 stresses the importance of mobility. In particular, it is assumedthat short-term variations in link quality can be o�set by link control mechanisms,for example, by requiring a high fading margin before declaring a link up (so, smalloscillations will not a�ect connectivity), or by waiting for several seconds beforedeclaring a link down (so that short-lived link degradation will not trigger updates).The authors recognize that the wireless channel is quite unpredictable and long-lived



CHAPTER 3. HSLS : Making Link-State Routing Scale 61link degradation is possible without mobility (e.g. in narrowband systems due torapidly varying multipath fading caused by small displacement, obstructions, rain,etc.). Hence, mobility will not always predominate. However, the assumption isreasonable based on the previous justi�cation and the assumed scenarios.Assumption a.8 is motivated by mobility models where the velocity of a mobileover time is highly correlated. For example, this is the case if the unknown speedand direction are constant. This assumption does not hold for a random walk model;however, a random walk model would induce smaller node displacements over time( �(pt), whete t is the elapsed time, since randomness tends to cancel out), andconsequently they impose a less demanding scenario for routing protocols. Again, theobjective is to focus on the most demanding scenario (that is, larger displacements)and assumes that the speed and direction are random processes with a slowly decayingautocorrelation function, which justi�es assumption a.8.3.4.2 Approximate Expression for the Total OverheadThe following expression for the total overhead induced by a tagged node S runnninga generic FSLS algorithm under high mobility has been derived in Appendix A, andis reproduced here for clarity :Spro = c sizeLSUte (n�1Xi=1 s2i2i + R22n�1 )Ssub = �tN ��
�`4 MR2te[2n�1ln(R)� n�1Xi=1 2i�1ln(si)]Stotal = Spro + Ssub (3.1)where fsig, te, �t, �, and N have been de�ned before. R is the network radius(distance, in hops, to the node farthest apart), ln() is the natural logarithm function,c (�) is the constant relating the number of nodes at a distance k or less (exactly k)from node S with k2 (k). sizeLSU is the average size (in bits) of a LSU packet. M isa constant that represents mobility, ` is related the transmission range of a node, �is the distance between S and its closest neighbors, 
 is a constant whose value is in< 1; 3 >, and n is the smallest integer such that 2n � R.



CHAPTER 3. HSLS : Making Link-State Routing Scale 62The above equation was derived under the assumption that the tagged node Sis located in the center of a network of radius R . This assumption allowed for atractable model, although the resulting expressions prove to be dependent on theparticular value of R and in general, on the boundary conditions. However, theposterior analysis of the nature of the solution for fsig suggests that the solutionfound is still valid for non-typical nodes (nodes not in the center of the network), aswill be seen in the next subsections.3.4.3 Minimizing Total Overhead : The Hazy Sighted LinkState (HSLS) Algorithm.The selection of the best algorithm in the FSLS family reduces to minimizing equa-tion 3.1 subject to the constraints that te be real positive, fsig be a non-decreasinginteger sequence, where s1 � 1, and sn�1 � R. Note that n in equation 3.1 is notde�ned but it is also a variable. To solve the above problem, �rst a lower bound onthe total overhead is obtained by relaxing the integer condition on si. Next, an inte-ger (feasible) solution is proposed and compared to the lower bound. The proposedsolution is less than 1% greater than the lower bound for 2 � R � 500, and thereforeit is considered the probably optimal solution to the integer problem.A Relaxed Solution: Lower BoundAssume that si may assume any real value greater than or equal to 1. Now, let's for amoment �x the value of n. Then using the lagrange multipliers method the followingis obtained for si:@@siStotal(s1; s2; : : : ; sn�1; te) = c sizeLSUte 21�isi � �tN ��
�`4 MR2te2i�1sithus, the condition @@siStotal(s1; s2; : : : ; sn�1; te) = 0 (for i = 1; 2; : : : ; n � 1) impliessi = K � 2i�1, where K = s�t��
�`MR24Nc sizeLSU te (3.2)



CHAPTER 3. HSLS : Making Link-State Routing Scale 63Also, it should be noted that if K �2i�1 < 1 then @@siStotal is positive for all si � 1,and therefore the minimum is achieved for si = 1. Similarly, if K � 2i�1 > R, @@siStotalis negative for all si � R, and therefore the minimum is achieved for si = R. Finally,the optimality condition becomes :si = maxf 1; minfR; K � 2i�1g g (3.3)In addition, the condition @@teStotal = 0 implies Spro = Ssub, which after regroupingterms becomes: E1 = K2E2 (3.4)(3.5)where E1 = n�1Xi=1 s2i2i + R22n�1 (3.6)E2 = 2n�1ln(R)� n�1Xi=1 2i�1ln(si) (3.7)Note that equations 3.3, 3.4, 3.6, and 3.7 de�ne a system of equations that canbe solved numerically as long as the values of n and R are known. Finally, by usingthe relationship between te and K (equation 3.2) in the optimal overhead expressionthe following is obtained:Stotal = 2Sproactive= s�t��
�`MR2c sizeLSUN E1K (3.8)The above set of equations (from 3.3 to 3.7) is solved numerically for R =2; 3; : : : ; 500 and for increasing values of n up to the point where incrementing ndoes not reduce the total overhead. 10 Thus, for each R, the best ratio E1K obtainedis recorded. This value will be all that is needed to compare the lower bound on total10What happens in those situations is that si = R for all i > n0 for some n0.



CHAPTER 3. HSLS : Making Link-State Routing Scale 64overhead derived here and the actual value achieved by the integer (feasible) solutionpresented in the next subsection (HSLS).It should be noted that special care is needed since there are several local minimaclose in numerical value. To understand this, consider two possible solutions with(K 0; t0e) = (1; t1) and (K 00; t00e) = (2; 2 � t1). These solutions di�er only in that the �rstsolution is sending extra LSUs with TTL equal to 1 every other t1 interval. LSUswith TTL equal to 1 will have a minimum impact on the total overhead expression,that is dominated by the LSUs sent/received from/to nodes far away. Note also thatit is numerically more reliable to compute E1K using the relationship E1K = pE1E2,where K is chosen to minimize pE1E2.HSLS : An Integer (Feasible) SolutionWhile solving the LP relaxed problem, it has been noticed that the total overheadis somewhat insensitive to variations in K. What determines the goodness of thesolution is the constant ratio of 2 between consecutive values of si. Typically, thevalues of K were between 1:5 and 3, so we explore the performance degradation(compared to the relaxed case) experienced when K is �xed and equal to 2.By setting si = 2i for i = 1; 2; : : : ; n � 1, where n is the lowest integer such that2n � R, only the minimization with respect to te is needed:S 0total = minte fc sizeLSUte E 01 + �tN ��
�`4 MR2E 02 teg= s�t��
�`MR2c sizeLSUN qE 01E 02 (3.9)where the prime su�x indicates a quantity associated with the integer (feasible) so-lution si = 2i. E 01, and E 02 are computed according equations 3.6 and 3.7 respectively,but with the values of si = 2i. Thus, these quantities become :E 01 = 2n � 2 + R22n�1 (3.10)E 02 = (2n�1 � 1)ln(2) + 2n�1ln( R2n�1 ) (3.11)



CHAPTER 3. HSLS : Making Link-State Routing Scale 65and the value of te that achieves this minimum is :tmine = s 4c sizeLSUN�t��
�`MR2 E 01E 02 (3.12)Finally, the relative di�erence between the lower bound (relaxed solution) and thefeasible (integer) solution is equal to :� = Sintegertotal �SrelaxedtotalSrelaxedtotal = qE 01E 02 �pE1E2pE1E2In the interval R 2 [2; 500], the relative di�erence is oscillating with increasing R,but it is always less than 0:7018%. Thus, it may be stated that the solution si = 2iis nearly optimal in the sense that it is less that 0:7018% away from the lower boundderived in the previous subsection.HSLS Algorithm Description and Non-central Nodes DiscussionIn the previous subsections, it has been determined that choosing si = 2i will probablyminimize the total overhead induced by a node. This assignment (si = 2i) is referredto as the Hazy Sighted Link State (HSLS) algorithm. HSLS's generation process canbe obtained by replacing s1; s2; s3; s4; : : : by 2; 4; 8; 16; : : : respectively in Figure 3.3.HSLS's maximum `refresh' time function is shown in Figure 3.8. It can be noted thatthere is an almost linear relationship between T (r) and r. This linear relationshipis responsible for HSLS's probable optimality for the central node studied in theprevious subsection. This relationship re
ects the fact that when forwarding packetsto nodes far away, it is the angular displacement what really matters.Thus, HSLS successfully balances refresh periods and distances, so that the prob-ability of making a suboptimal (bad) next hop decision is roughly the same for everydestination independently of the distance 11. This balance is natural (avoiding `hard'boundaries as in NSLS where a value has to be provided for k, the `sight' area),and is typical when solving real life problems. It is the linear relationship betweenT (r) and r what makes HSLS the winner algorithm regarding the centrally located11Strictly speaking, the probability of a suboptimal (bad) next hop decision oscillates between themaximum and the minimum values as the distance to the destination increases.
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28 32Figure 3.8: HSLS's maximum refresh time as a function of distance from link event.node analyzed in the previous subsections. This property is kept when dealing withnon-central nodes, so HSLS is expected to also be the winner FSLS algorithm whenapplied to a particular non-central node, and when considering the aggregation ofall the nodes in the network. Then, the HSLS algorithm pseudo-code is provided inFigure 3.11. Note that the pseudo-code is slightly more complex than the discussion.It is because the discussion has focused on highly mobile scenarios. HSLS, however,adapts to slow varying scenarios, behaving like SLS when the rate of topologicalchange is small (SLS mode in Figure 3.11). Also, the previous analysis { based on ge-ographical reasoning { fails to capture the dynamics inside the `topology region', thatis, small scales. For practical implementations it was found through simulations thatLSUs with small TTL do have a great impact on the algorithm performance. Level1 LSUs do not induce much proactive overhead (just �(N)) but they help to reduceloops and time to reaction to failures. So, every HSLS implementation should include



CHAPTER 3. HSLS : Making Link-State Routing Scale 67them. 12 Further discussion about implementation issues is deferred to section 3.5.3.4.4 HSLS Dependence on Size, Mobility and Tra�cEquations 3.10 and 3.11 can be rewritten in function of a factor f = R2n�1 2 (1; 2] as:E 01 = (f + 2f )R� 2 = �(R)E 02 = ln(2f)f R� ln2 = �(R)And applying the above expressions on equation 3.9 (after simpli�cation due tothe fact that cR2 = N and � � 1�2 ) the following expression is obtained:S 0total = s
 (� �̀sizeLSU )�tMqE 01E 02= �( ( �̀)2:5q�tMR )where the last equality holds since � and sizeLSU increases linearly with the nodedegree d, and the node degree d increases as rapidly as ( �̀)2.Thus, recalling that R = �(pN) and adding up the overhead contribution fromall the N nodes in the network, the following expression for HSLS total overhead isobtained : HSLStotal = �(( �̀)2:5�0:5t M0:5N1:5) (3.13)The above expression shows that HSLS present excellent scalability properties,since it not only scales as well as (or better than) HierLS with respect to the networksize N , but also scales better than it with respect to mobility (HierLS total overheadis linear with mobility). It also shows good scalability with respect to tra�c, since itis not linear (as DSR, 
ooding, and HierLS) but increases only as rapidly as p�t. Amore detailed analysis may be found in Chapter 4.It is also interesting to note the dependence of the total overhead from the ra-tio between the node transmission range and the actual minimum distance between12In our implementation, HELLO messages exchanged between one hop neighbor (for neigh-bor/link discovery) played the role of LSUs with TTL equal to 1. Thus, no extra transmissionof LSUs with TTL equal to 1 was necessary.



CHAPTER 3. HSLS : Making Link-State Routing Scale 68nodes. It may be noticed that as the transmission range increases (incrementing thenode degree) the total overhead induced increases. This fact, combined with the factthat increasing the node degree reduces the efective throughput per node, points tothe importance of limiting the nodes' transmission power to the minimum point wheregood connectivity is achieved.Similarly, regarding the value of te that achieves the minimum overhead, it can beshown (from equation 3.12, and recalling that c also increases linearly with the nodedegree, i.e. c is also �(( �̀)2)) that te = �(q 1�tM ( �̀)1:5 ). Thus, the optimal valueof te is asymptotically independent of the network size depending only on the tra�c,mobility, and transmission range. Thus, it is possible to set a value of te that workswell independently of the network size.3.5 HSLS's Implementation IssuesSo far, several assumptions has been made during the analysis. In order for thisassumptions to be valid, some additional mechanisms must be in place. These mech-anisms are discussed next. Then, this section �nishes with an algorithmic descriptionof HSLS.3.5.1 Loops and Level 1 LSUsWhen a packet is far away from the destination, errors in the next hop decisionare easily corrected without resending the packet backwards, because there are a lotof alternative minimum distance paths available. This is a reasonable assumptionwhen employing min-hop routing in a network that is not pathologically sparse. Thepresence of alternate paths follows a `geographical region' reasoning. We expect thepacket to �nd its way as the water 
ow from the mountains to the sea. The packet,as the water, may change directions from time to time, but it always get closer to itsdestination.Unfortunately, as the packet gets closer to the destination the above assumptionno longer holds true. The packet is now in the `topology' region, where arbitrary



CHAPTER 3. HSLS : Making Link-State Routing Scale 69topologies determine the e�ectiveness of a routing approach. For example, sendingthe packet to a node that was a neighbor of the destination, but has recently lost itslink to the destination, will be the equivalent to going into a dead-end street wherethe only choice is to go back. In a network, however, going back will result in atemporary loop where the packet will travel back and between two nodes.Thus, it is important that nodes in the `topology region' has proper topologyinformation to avoid loops. But how large is the topology region?. While it is true thatin sparse networks the topology region may include several hops, in our simulations,for average node degrees between 4 and 12, the topology region has typically includedjust 2 hops. That is, the most frequent cause of looping have been nodes that losetheir links to the destination. We can see that these loops can be succesfully avoidingby providing quick reaction to link changes in the 2-hop neighborhood, which is easilyachieved by propagating LSUs with TTL equal to 1 (level 1 LSUs) each time a linkchange is detected.Morever, it was detected that one of the main causes for packets being droppedwas the transmission over low-quality links. It should be noted that when minimumhop routing is employed, the routes chosen tend to include `long' links (link wherethe extreme points { nodes { are far apart). As nodes move, the long links arethe ones more likely to break. Thus, it is not surprising that for long paths at anygiven time there is high probability that some of the links in the path is no longeruseful or have degraded quality (requiring retransmissions). Level 1 LSUs have theadditional advantage of being able to quickly inform about link degradation, allowingintermediate nodes to switch the tra�c to a di�erent path. Thus, level 1 LSUs arean inexpensive way of solving both the short loops issue and the packet droppingdue to low-quality links. It should be noted that a level 1 LSU requires only onetransmission (no retransmission is necessary).Thus, in HSLS level 1 LSUs are send frequently. In our particular implementa-tion, however, there was no need for sending these LSUs explicitly, since the HELLOpackets exchanged by the neighbor discovery module (link layer) provided these in-formation in a timely manner. The HELLO packets contained the id of the nodesending the beacon, as well as a list of the neighbors that node could listen to. For



CHAPTER 3. HSLS : Making Link-State Routing Scale 70each neighbor, and indicator whether the link was unidirectional (incoming) or bidi-rectional (incoming and outgoing) was included, along with the number of beaconsreceived from that neighbor during the last time window. A node receiving theHELLO message will not only determine if it has an incoming link from the nodesending the beacon, but it may look for its own id in the node list of neighbors, andif present, determine that the link to/from that neighbor is bidirectional. The indi-cation of the number of beacons received, when eavesdropped by the routing module,allows to quickly detect degrading links and to use alternative paths when available.Thus, quick reaction to local changes was achieved.In general, for applications where the separation between layers (i.e. network andlink layers) is enforced, the network layer must send level 1 LSUs at least every timea link change is detected, and in the best case they should be sent periodically, witha small time interval.Currently, there is no mechanism in HSLS to avoid short-lived long loops (thereare not long lived loops, since eventually al the nodes will recieve new link-stateinformation). These loops were detected and removed in our simulations by meansof link layer techniques (number of hops traversed, for unreliable MACs; and uniquepacket id for reliable MACs).3.5.2 Topology Table MaintenanceUnder SLS, each node learns about a link going down by means of 2 LSUs - one pereach node at each extreme of the link. In HSLS, however, this is no longer the case.Due to the limited propagation of the LSU, a node may only receive the LSU sentfor the closest node, or not at all (until a later time).Thus, it is important that a node `extracts' the most information from the LSU.For example, when the LSUs reports status of incoming links (i.e. when supportingunidirectional links), reception of a LSU from a node, say A declaring an incominglink from another node B may provide also information about incoming links to B.If node A's LSU declare the incoming link from node B as bidirectional (node A isaware of its one hop neighborhood topology), thus it must be inferred that node B



CHAPTER 3. HSLS : Making Link-State Routing Scale 71also has a bidirectional link from node A. Alternatively, if the link from node A isdeclared to be unidirectonal (incoming only), thus it is inferred that node B does nolonger have an incoming link from node A, and if such an entry exists in the topologytable's entry for node B, it should be removed. In this case, we are relying on theinformation conveyed by node A since it has more up-to-date information than us(because it is closer { one hop away { from node B, and receiving level 1 LSUs orbeacons).Figure 3.9 presents the pseudocode employed in our implementations for updat-ing the topology table upon reception of a LSU from node A. It is based on LSUsconveying incoming link information in order to support unidirectional links (how-ever, unidirectional links were assigned a larger cost than bidirectional ones, and wereused only if there were no bidirectional path available). Two details should be ob-served. First, since the main principle is to relay on the information provided by thenode with more up-to-date information, priority is given to the receiving node's localneighborhood information. Thus, any con
ict between the information provided bynode A, and the receiving node's local information (as provided by level 1 LSUs andbeacons) is resolved in favor of the receiving node's local information, which is moreup-to-date since the beacons mentioned in the previous subsection are interexchangedfrequently. Note, however, that there is no con
icting information, as for example areport from node A about an unidirectional incoming link from the node executingthe algorithm. The executing node's local information, coming from the beacons itreceived, does not provide info about that node's unidirectional outgoing links. Thesecond detail is more subtle, but not for that less important. Note that there aresituations where we learn that a link to a third node, say C, is no longer there andshould be removed. However, since we may not receive an update from node C fora while we may not be able to �nd a new, alternative route to it. However, nodescloser to node C will have fresher information and may be able to �nd routes to it.Thus, the solution is to send the packets destined to node C in the direction node Cused to be, and hope that along the way a node with current information deliver thepacket. The above is accomplished by not removing the link from node A to node Cbut elevating its cost to the maximum allowed value, so that that link will not be used
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PROCEDURE TO UPDATE THE TOPOLOGY TABLE
        UPON RECEPTION OF NODE A’s LSU

S_1 = {x : A <-- x is in LSU} - me
S_2 = {y:  y <-- A is in Topolgy table}

For each x in S_1
      If  A <-- x in LSU is BIDIRECTIONAL
               Add (set) link  x <-- A to BID in topology table
      else
               set x <-- A to UNIDIRECTIONAL in topo table
                             with the highest possible cost
                             (important DO NOT REMOVE)
      set  link A <--x in topo table accordingly with LSU

For each y in S_2
      set link y <-- A to UNIDIRECTIONAL

If (A <-- me) is in LSU 
       if link me <-- A exist is the topology table
                 set link A <-- me to BIDIRECTIONAL 
                                                 in topo table
       else
                 set link A <-- me to UNIDIRECTIONAL
                                                  in topo tableFigure 3.9: Pseudocode for topology table update upon reception of a LSU from nodeA.if there is an alternative path. However, in the case where there are no alternativepaths toward node C (the case we were woried about), the link from node A to nodeC will be used by route computation algorithm and determine that packets to nodeC be forwarded in the direction of nodes C and A, as desired. Thus, keeping thoselinks (e.g. link A to C) allows to keep some memory and track a node shadow as itmoves farther away from us.3.5.3 Low Mobility ScenariosSo far, the discussion has been focused on highly mobile scenarios. It is beenm shownin equation 3.13 that HSLS total overhead increases as �(pM) = �(p�lc), which is



CHAPTER 3. HSLS : Making Link-State Routing Scale 73a signi�cant improvement over SLS whose control (total) overhead increases linearlywith �lc.However, for small values of �lc, the square root function is not necessarily betterthan the linear function. For small values of �lc, linear is actually better (smaller) than�(p�lc). The above is not a main concern since the main focus is in the protocolsurvivability under high stress conditions, meanwhile for low stringent conditionsalmost any protocol will su�ce. However, it will be even nicer if a protocol may alsoachieve the best performance under not stressful scenarios.To ful�ll those requirements, Adaptive HSLS (A-HSLS) was created. A-HSLSdesign was motivated by the observation that under extreme low mobile scenarios,when link changes were unfrequent, HSLS will require to send a series of LSUs withTTL equal to 2, 4, 8, and so for until a global LSU was sent, for each link change.In those cases it would have been more e�cient to just send a global LSU to beginwith, had we know that no other link change would follow. Unfortunately, there isno way to know for certain whether more link state changes will follow a particularone or not.However, it may possible to estimate the `state' (low or high) mobility a network'isbase on previous experience and to assume that behavior will be repeated in theimmediate future. A-HSLS does just that. If the interval between the time the lastglobal LSU was sent and the time of the last link status change exceeds a threshold,it is assumed that the node is in the low mobility mode and no more link changeswill follow in the immediate future, therefore a global LSU is sent (as in SLS). In theother hand, if the time elapsed is smaller than the threshold, the LSU will be sentaccording to HSLS rules. The threshold is set to the inverse of the rate of link changethat induce the same control (proactive) overhead under SLS and HSLS.Under SLS, a node will generate LSUs at a rate of �lc LSUs per seconds, and eachLSU will require N retransmissions. Thus, the node will induce a control overhead of�lcN LSUs per second. Under HSLS, the control (proactive) overhead induced by asingle node, say X, is roughly NRxte (1 + 2fx) LSUs per second (see subsection 4.8.1).Where Rx is the time index at which node X sends global LSUs, that is Rx < MDx �2Rx, where MDx is the distance from node X to the node farthest apart according



CHAPTER 3. HSLS : Making Link-State Routing Scale 74to node X's topology table. At time Rxte node X will have to send a LSU with TTLequal to 2Rx and will notice that the LSU will reach all the nodes in the network, thennode X overwrites the TTL value with a prede�ne value interpreted as in�nity (i.e.not to be decreased) and re-initiate the algorithm. fx is the ratio between the numberof nodes that received a LSU with original TTL set to Rx (second largest TTL) andthe number of nodes in the network (nodes that received the global LSU). fx mayvary from 0:25 to 1, but an average value of 0:5 will be assumed here (according toour observations this is the typical case).Thus, equating both proactive overhead one obtain the following equation :�lcN = NRxte (1 + 2fx)�lc = 2RxteThus, the rate of link change (�lc) at which HSLS and SLS induce the sameproactive overhead is �lc = 2Rxte , and therefore the threshold used by A-HSLS is equalto Rxte2 .Finally, in Appendix B it is shown that A-HSLS control overhead induced by anode is equal to equal to 1+2pfxpRxte+ 1�lc N , where p = 1�exp��lcRxte2 . Figure 3.10 comparesthis control overhead with SLS's and HSLS's for the case fx = 0:5. It may be seen thatSLS's and HSLS's control overhead coincide for �lc = 2Rxte . It can be noted that evenfor extremely low rate of link changes, A-HSLS induces the similar control overheadas SLS. For not-so-small rates of change, however, A-HSLS tends to converge to 2Nrxte ,while SLS control overhead increases unbounded. In high mobility scenarios, A-HSLSproactive overhead will be equal to the value derived in subsection 4.8.1 assuming highmobility scenarios.Finally, it should be noted that as network size increases (and individual nodeslink change rate remains �xed) , the point 2Rxte get smaller, and A-HSLS will tend tobe in HSLS mode most of the time.
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Figure 3.10: Control (proactive) overhead for A-HSLS, SLS, and HSLS.3.5.4 Protocol DescriptionAfter the last subsections discussion, we are �nally in position to discuss HSLS (moreprecisely A-HSLS) pseudo-code shown in Figure 3.11.HSLS comprises three main functions: LSU generation, LSU dissemination, andtopology table maintenance.Topology table maintenance pseudo-code (Figure 3.9 has been discussed in sub-section 3.5.2, thus, further discussion is not necessary.LSU dissemination consists in resent a received LSU after decreasing its TTL valueby one. Of course, if TTL is equal to 0 (was received with a TTL equal to 1) it is notresent. Also, if the TTL value is equal to a prede�ned value meaning `in�nity", thatvalue is not decreased. Duplicated LSUs (as recognized by their sequence number)are discarded.
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initialization: 

      Send a Global LSU packet  &  reset_everything() 
 

timer t_e  expires: 

    if (mode == SLS)  then  return 
    NumBlocks ++ 

    compare current LSU in TopoTable with LastLsuSent 

    if (change)  
           TimeSinceLastChange = 0 

    else 

           TimeSinceLastChange ++ 
    Set MD = distance (in hops) to farthest node 

    Set R = power of 2 s.t. R < MD <= 2R 

     Switch(mode) 
        case UNDEC:  NumBlock++ 

                       if (change) 

                             Send LSU with TTL set to 2 
                             Set mode = HSLS &  NumEventInt= 1 

                       Set LastLsuSent = current  LSU 
                        else  if (NumUndecidedBlock >= R/2) 
                                               Set mode = SLS 

 

        case HSLS  :   NumEventInt ++ 

                        Let i be largest integer s.t.  2i is an exact 

                                                divisor of  NumEventInt 

                         if (TimeSinceLastChange < 2i  ) 

                               if  ( 2i  <  R) 

                                  send LSU with TTL field set to 2i+1  

                               else 

                                  send  Global LSU 

                                  reset_everything() 

 

link_state_change : 

    if (NumBlocks == 0) 
          Send LSU packet with TTL set to 1. 

    else switch (mode) 

          case(SLS)        :   send a Global LSU packet 
                                       reset_everything() 

          case (HSLS)    :   send LSU with TTL 1 

          case(UNDEC) :   send LSU with TTL 2 
                                       set mode = HSLS    

                                       set NumEventInt = 1          

          end switch 
 

timer t_p expires: 

    send  Global LSU (TTL set to infinity) 
    reset_everything() 

 

 Figure 3.11: Pseudocode description of the Hazy Sighted Link State (HSLS) algo-rithm.



CHAPTER 3. HSLS : Making Link-State Routing Scale 77Thus, the remainder of this subsection discusses the LSU generation algorithmpresented in Figure 3.11.Upon initialization (sending of the �rst global LSU and resetting of all countersand timers), a node running HSLS (A-HSLS) is in the UNDEC (Undecided) mode.After information about link change rates have been obatined the node will transitto either SLS (for Standard Link State -like) or HSLS mode. If the node is in SLSit means that it regards its local topology as slow changing and the next time a linkchange is detected it will send a global LSU as in the SLS algorithm. If the node isin HSLS mode, it will send LSUs with values 2; 4; and so on at time instants thatare multiple of te. It will also send level 1 (TTL equal to 1) LSUs for changes thathappens between those time instants.For example, consider the case that after initialization there has not been a linkchange for a while. Every te seconds, a timer expires and increases the NumBlockscounter by one. Also, the node will generate a shortest path �rst table accordingto Dijkstra's algorithm and will determine the distance MD to the node furthestaway from itself. Based on MD, the value of R, the highest power of 2 such thatR < MD � 2R, is also found. If the accumulated value of the NumBlocks counter isgreater or equal than R=2, then the node assumes that its local neighborhood is in alow mobility scenario and it switches to SLS mode. Under SLS mode, the next linkchange detected will induce a global LSU and the node will switch back to UNDEC(Undecided) mode, waiting to estimate the mobility state of its local neighborhoodonce again. All timers and counters are reset.In the other hand, if a link change is detected before Rte seconds have elapsedsince the last global LSU, the node enters HSLS mode by sending a LSU with TTLequal to 2 and setting the NumEventInt counter to 1. This counter ( NumEventInt)will be incremented by one each time the timer expires (each te seconds) while inHSLS mode. In HSLS mode, the node will propagate changes so that nodes that areless than 2 hops away are refreshed each te seconds, nodes that are less than 4 hopsaway are refreshed each 2te seconds, nodes that are less than 8 hops away are refreshedevery 4te seconds, and so for. To achieve the behavior just described, a node computesthe maximum power of 2 that is an exact divisor of the NumEventInt, let window len



CHAPTER 3. HSLS : Making Link-State Routing Scale 78be this value, thus for example if NumEventInt = 20, then window len = 4, since 4divides 20 and 8 does not. Upon determination of window len, the node determinesthat it should check for link changes in the past window len te seconds, and if any,it should send a LSU with TTL equal to 2window len. Also, if the TTL value(2window len) is greater or equal to 2R (i.e. reaching the entire network), the TTLvalue is overwritten with the in�nity value, thus a global LSU is sent and the algorithmis reinitiated, i.e. switches back to UNDEC mode, and reset all timers and counters.Thus, in �gure 3.11, the node checks whether the TimeSinceLastChange is greaterthan window len te seconds, and if not, it sends a LSU as explained before.Figure 3.12 shows an example of (A-)HSLS's LSU generation process. An `x' marksthe time when link status changes are detected. A vertical arrow signi�es that a LSUwith the speci�ed TTL was sent. For clarity sake, level 1 LSUs (discussed) next)are not shown. The example xhown in this �gure assumes that MD is somewherebetween 9 and 16, so that R is equal to 8. We can see that the �rst link changeafter initialization (global LSU sent) happens after R=2 = 4 time intervals, i.e. whenthe node is in SLS mode. Thus, the node send a global LSU (TTL = 1) and it isreset. The next link change happens before the node enters SLS mode. Since thetime elapsed between the global LSU transmission and the link change detection isgreater than te seconds, the node does not wait any time before sending a LSU withTTL equal to 2. The next time interval, th enode wakes up and update the valueof NumEventInt to be equal to 2. Th enode then checks for link changes in the last2te seconds, and since there have been link status changes, it sends a LSU with TTLequal to 4. The next time interval, the value of NumEventInt is equal to 3, so thenode check for link status changes in the past te seconds. Since there was no change,no LSU is transmitted. For the next time interval, NumEventInt is equal to 4 sothe node check for changes in the past 4te seconds and sends a LSU with TTL equalto 8. For the next time interval, NumEventInt is equal to 5 so the node check forchanges in the past te seconds, and since there was no change, no LSU is transmitted.Continuing for NumEventInt equal to 6, the node checks for changes in the past 2teseconds, and since there has been a link change, it sends a LSU. For NumEventIntequal to 7, there were no link change in the past te seconds so no LSU is sent. Finally,
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Figure 3.12: Example of A-HSLS's LSU generation process.for NumEventInt equal to 8, the node checks for changes in the past 8te seconds, andsince changes did happen it will send a LSU. However, since the corresponding TTLvalue 16 is greater than MD, the TTL �eld is overwritten with the value in�nity andthe algorithm is reinitiated in UNDEC mode.Regarding the treatment of level 1 LSUs, while in HSLS mode each time the nodedetects a link change it will send a level 1 LSU. 13 The �rst link change detected (thenode is still in the UNDEC mode) will receive special treatment. If the time elapsedbetween the global LSU transmission and the link change detection is greater thante, a LSU with TTL equal to 2 will be sent immediately and the node will switch toHSLS mode. However, if the elapsed time is lower than te (fast changing case), thenode will wait until expiration of the te timer before sending the LSU with TTL equalto 2. A LSU with TTL equal to 1 will be send instead. This way, multiple changeswill be collected before sending a more costly LSU.Finally, a global LSU are sent if the time elapsed since the last global LSU trans-mitted exceeds a prede�ned threshold (not shown in Figure 3.12 for clarity sake. Thisis equivalent to the periodic LSUs in SLS.13In our implementation, since the HELLO beacons were sent periodically, level 1 LSU were senteven with more often than just after link changes.



CHAPTER 3. HSLS : Making Link-State Routing Scale 80In the remainder of this dissertation the terms A-HSLS and HSLS will be used toreferred to the algorithm (A-HSLS) just described. All our implementations refer tothis algorithm.3.6 Simulation ResultsThe relative performance of the HSLS algorithm compared to SLS, DLS, and NSLS14 in an integrated system (including radio, channel, and tra�c models) has beenevaluated from high �delity simulations conducted using the CPT++ protocol toolkitand OPNET. The performance metric of interest is the throughput, which is thepercentage of packets successfully received. The throughput results re
ect the dynamicinteraction of several factors, among them the network load (data and total overhead),the suboptimality of routes (since packets traversing longer paths are more likely toexperience a collision at some point along their route), link layer information latencies(e.g. having to wait te seconds to get information about a link gone down), routinginconsistencies due to di�erent `vision' of the network by di�erent nodes, etc. Thus,it is of interest to assess the relative performance of HSLS and other algorithmsunder non-saturation scenarios. These results complements the previous theoreticalanalysis, where it was determined that HSLS induced a lower total overhead thanother algorithms in the FSLS family and therefore will achieve a higher throughput(in number of bits) under saturation conditions.The propagation model used in these simulations considered a power decay ex-ponent of 4 with respect to distance (i.e. received power = �( 1d4 ), where d is thedistance separating the receiver from the transmitter). The MAC layer used wasCSMA (without RTS/CTS), which gave an unreliable link layer with low latenciesand unidirectional link support. Thus, the throughput �gures for large tra�c loadstend to be small.Simulations were conducted for networks up to 800 nodes. In all of them, nodes14Unless stated otherwise, te was set to 10 seconds for all the algorithms (except SLS) and thesight radii for NSLS is set to k = 2. Periodic timers (inducing global LSUs) were adjusted as toinduce comparable proactive overhead among NSLS and HSLS.
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Figure 3.13: Throughput results for a 80-node network under di�erent nodes' speed(left), and for di�erent size networks (up to 400 nodes) (right).were randomly located in a square area of varying size depending on the densityparameter. Each node selected a random direction among 4 possible values andmoved in that direction at maximum speed.Figure 3.13 (left) shows simulation results obtained by CPT++ for a 80-nodenetwork with varying nodes' speed. The network density was set to 0:5 nodes persquare mile. The radio link capacity was set to 300kbps, and there were 12 source-destination pairs chosen randomly. Each source generated 2048-bits packets withexponential interarrival time distributed around the mean of 1 packet per second(thus, there were 12 2Kbps streams). Figure 3.13 (left) compares DLS and HSLS withSLS. At this size (and for the given radio link capacity) the performance degradationof SLS { due to its scalability problems { is already noticeable. Thus, SLS was nolonger considered for larger size simulations.Next, the network size was increased up to 400 nodes in an OPNET simulationwith 60 source-destination pairs (4 Kbps each). The radio link capacity was increased



CHAPTER 3. HSLS : Making Link-State Routing Scale 82Algorithm ThroughputNSLS 0.3516HSLS 0.4465Table 3.1: Throughput for a 800-node network, density = 4 nodes/sq. mile, velocity= 57.6 mphto 1.676 Mbps to match the Utilicom Longranger 2050 radio modem. 15 The den-sity was increased to 4 nodes per square mile to get similar connectivity as before(transmission range decreases at higher frequencies). The OPNET results showed inFigure 3.13 (right) indicate that both NSLS and HSLS outperform DLS since theyhave better scalability properties. Also, at this network size and for this density thereis not much di�erence between HSLS and NSLS and even there are cases where NSLSoutperforms HSLS. This is not strange since at this network size, the network diam-eter is small and NSLS's and HSLS's LSU generation processes are almost the same(most nodes receive the LSUs with TTL equal to 2), so that their relative diferenceis subject to experimental error. Besides, our theoretical results hold for saturationconditions (where the remaining capacity is the more important factor) while thesimulations are based on a lightly loaded scenario. However, as the size increases,HSLS's lead over NSLS increases and one expect's to see HSLS outperforming NSLSin the simulations. Further increasing the network size up to of 800 nodes producedthe results shown on Table 3.1. It can be noticed that NSLS's performance degradessigni�cantly while the HSLS performance is still within acceptable levels.These results not only indicate that HSLS is the best approach in the family ofFSLS algorithms, but considering the demanding scenario (60 4Kbps streams underunreliable CSMA) they also show the feasibility of HSLS as an extremely easy-to-implement solution (see HSLS pseudo-code in Figure 3.11) for scalability to networksof hundreds of nodes.15The Utilicom Longranger 2050 is a 2.4 Ghz ISM Band, spread spectrum radio with pro-grammable data rates up to 1.676 Mbps.



CHAPTER 3. HSLS : Making Link-State Routing Scale 833.7 ConclusionsIn this chapter, a class of approaches that attempt to scale link-state routing by lim-iting the scope of the update dissemination in space and time have been considered.This class opens a new design space, which is based on neither global nor local infor-mation, and represents a new way of thinking where each node may have a di�erentview of the network. The �rst fundamental analysis of this generic approach { whichis referred to as \Fuzzy sighted link-state routing" { has been presented.Using a novel perspective on the \overhead" that combines in a single metric theoverhead due to control messages and the overhead due to route suboptimality, ananalytical model has been formulated that leads to the derivation of the best algorithmin this class, namely the HSLS algorithm. Although extremely easy-to-implement, itturns out from the comparative asymptotic study of key algorithms in the next chapterthat this algorithm has nearly the best possible asymptotic overhead for any routingalgorithm { proactive or reactive. The methodology introduced in this chapter forthe computation of the \total overhead" may be also applied for the comprehensivestudy of di�erent protocols in the literature, as it has been done in the next chapter.In addition, this work presents a new paradigm for the design of routing protocolsfor mobile ad hoc networks, where it is the overall system performance which takeprecedence over any other design criteria, and the theoretical analysis precedes theprotocol design.Finally, although this work has been focused on link state routing, it can easilybe extended to geographical routing approaches. For example, it was stated thatDREAM [109] has similarities with NSLS. The results of this chapter suggest thatDREAM may be improved by employing the same information dissemination algo-rithm as HSLS (instead of a NSLS-like approach).But, above all these timely contributions, in the long term the main contributionof this chapter's work is the insight gained for the development of the LLS algorithm.Thus, it is only after the recognition of this chapter's work as an enabler for a multi-mode routing protocol synthesis that the true dimension of this chapter value can beappreciated.



Chapter 4Asymptotic Behavior of Ad HocRouting Protocols with Respect toTra�c, Mobility and Size.In the previous chapters, a framework for a multi-mode routing protocol was pro-posed. That framework relied upon, among other modules, in the limited informa-tion dissemination module. It was realized that prior to implementing such a limitedinformation dissemination algortihm, a better understanding of the trade-o� betweencontrol overhead reduction and route degradation was required. Chapter 3 providedthis understanding, and determined the best algorithm (namely HSLS) among a fam-ily of link state variants (namely, FSLS).Morever, the previous chapter results need to be expanded and compared withthe achievable scalability properties of routing protocols in general. That is, weneed to understand how the performance of the best FSLS algorithm relates to theperformance achievable by any other protocol in the literature. For these assestmentto be made, �rst we need to understand the fundamental meaning and limits of adhoc network's scalability.The central theme of this chapter focuses on the development of principles andmethodologies for the analysis and design of scalable routing strategies for ad hocnetworks. Analytical models are developed and results are presented that provide84



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 85signi�cant insight into the aforementioned dependency and the general performancecharacteristics of the most important classes of ad hoc network routing algorithms.The theoretical models developed establish the basis for an unbiased analysis andcomparison of the relative scalability of several proposed routing protocols. Theperformance comparisons utilize the methodology developed in Chapter 3, whichuses the novel concept of total overhead in order to allow a fair comparison of a widevariety of routing protocols based upon a well-de�ned and general set of assumptions.Thus, this chapter provides a better understanding on the scalability of ad hocnetworks in general. Along with a new perspective on a routing protocol's scalabilitythat takes into account the network's own scalability properties, the �rst precise(asymptotic) expressions re
ecting the impact of network size, tra�c intensity andmobility on protocol performance for Plain Flooding (PF), Standard Link State (SLS),Dynamic Source Routing (DSR) [107], Hierarchical Link State (HierLS) [105], ZoneRouting Protocol (ZRP) [112], and Hazy Sighted Link State (HSLS), are presentedhere. These protocols are a representative set of the routing protocols available inthe literature.As such, the results provide researchers with improved understanding of the limitsand trade-o�s inherent in ad hoc network routing. A signi�cant result is that, underthe assumptions of this work, HSLS|while being easier to implement { scales betterthan HierLS and ZRP with respect to network size. This analytical result is validatedwith simulation analysis comparing HSLS and HierLS. Thus, another important con-tribution of this work is to show that HSLS is an e�ective, more e�cient alternativethan hierarchical approaches for routing in large ad hoc networks.The remainder of this chapter is organized as follows: Section-4.1 discusse sthe(scarse) previous work in this topic. Section 4.2 presents our network model, assump-tions, and methodology; icluding a new perspective in a routing protocol's scalability.The following sections (Sections 4.3 - 4.8) present analysis of the asymptotic perfor-mance of PF, SLS, DSR, HierLS, ZRP, and HSLS respectively. A brief performancecomparison of the protocol is presented in Section-4.9, focusing on HierLS and HSLSunder large network size and including simulation validation of results. Finally, con-clusions are presented in Section-4.10



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 864.1 Related Previous WorkRouting protocols for ad hoc networking have been the subject of extensive researchover the past several years. A question that is often asked in this context is: whichrouting protocol scales the best?. The answer that is usually given is: it depends.Unfortunately, the networking community lacks a tenet for understanding the funda-mental properties and limitations of ad hoc networks. Hence, a fundamental under-standing of what scalability is, and what and how it depends on, is currently lacking.One reason for this shortcoming is a lack of su�cient research aimed at generalprinciples and analytical modeling. Scalability and other performance aspects ofad hoc routing have been studied predominantly via simulations (e.g. [79], [78],[80]), versus theoretical analyses. Simulation results, although extremely useful, areoften limited in scope to speci�c scenarios. Thus, it often fails to produce resultsthat provide the depth of understanding of the limitations of the protocols and theirdependence on system parameters and environmental factors desired by researchers.The lack of much needed theoretical analysis in this area is due in part to the lackof a common platform to base theoretical comparisons on, and in part due to theabstruse nature of the problem.Despite limited prior related theoretical work, there have been notable exceptions.In [81] analytical and simulation results are integrated in a study that provides valu-able insight into comparative protocol performance. However, it fails to deliver a�nal analytical result, deferring instead to simulation. Thus, it is di�cult to fullyunderstand the interactions among system parameters. The present work closes thisgap and provides an understanding of the dynamic interaction among network pa-rameters.The asymptotic capacity of a �xed wireless network was studied in [83]; however,it did not include routing overhead. In contrast, the present work focuses on totaloverhead, which includes routing overhead. The impact of mobility on network ca-pacity was studied in [84]. There it is shown that given no restriction on memory sizeand arbitrarily large delays, mobility increases network capacity. This research, how-ever, focuses on practical scenarios, wherein, delay cannot grow arbitrarily large. As



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 87discussed later, mobility is shown to reduce network capacity, thus degrading networkperformance.4.2 PreliminariesThis section presents the assumptions, de�nitions, and methodology employed in ouranalysis.4.2.1 Network ModelThe network model used is the one presented in Subsection 3.4.1. That networkmodel is general enough to include most of the typical networking scenarios.4.2.2 De�nition of ScalabiltyThis work is aimed at the study of the scalability properties of routing protocols for adhoc networks. However, currently there is not a clear de�nition of scalability. Indeed,scalability has a di�erent meaning for di�erent people. Thus, we need to de�ne theexact meaning of this term.De�nition 4.1 Scalability is the ability of a network to support the increase of itslimiting parameters. 1Thus, scalability is a property. In order to quantify this property, we use theconcept of minimum tra�c load introduced in Subsection 3.2.1 (see de�nition 3.1) tode�ne the network scalability factor as follows:De�nition 4.2 Let Tr(�1; �2; : : :) be the minimum tra�c load experienced by a net-work under parameters �1; �2; : : : (e.g. network size, mobility rate, data generation1The limiting parameters of a network are those parameter { as for example mobility rate, tra�crate, and network size, etc. { whose increase causes the network performance to degrade. Onthe remainder of this work only limiting parameters will be considered, and therefore the term`parameter' will be used in lieu of the term `limiting parameter'.



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 88rate, etc.). Then, the network scalability factor of such a network, with respect to aparameter �i ( 	�i ) is de�ned to be :	�i def= lim�i!1 logTr(�1; �2; : : :)log�iThe network scalability factor is a number that asymptotically relates the increasein network load to the di�erent network parameters. For the class of mobile adhoc networks de�ned by our network model assumptions (see Subsection 3.4.1), theminimum tra�c load Tr(�lc; �t; N) is �(�tN1:5), 2 and therefore 	�lc = 0, 	�t = 1,and 	N = 1:5.The network scalability factor may be used to compare the scalability properties ofdi�erent networks (wireline, mobile ad hoc, etc.), and as a result of such comparisonswe can say that one class of networks scales better than the other. However, ifour desire is to assess whether a network is scalable (an adjective) with respect toa parameter �i, then the network rate dependency on such a parameter must beconsidered.De�nition 4.3 The network rate Rnetwork of a network is the maximum numberof bits that can be simultaneously transmitted in a unit of time. For the networkrate (Rnetwork) computation all successful link layer transmissions must be counted,regardless of whether the link layer recipient is the �nal network-layer destination ornot.De�nition 4.4 A network is said to be scalable with respect to the parameter �i ifand only if, as the parameter �i increases, the network's minimum tra�c load doesnot increase faster than the network rate (Rnetwork) can support. That is, if and onlyif: 	�i � lim�i!1 logRnetwork(�1; �2; : : :)log�i2Each node generate �t bits per seconds, that must be retransmitted (in average) L times (hops).Thus, each node induce a load of �tL, which after adding all the nodes results in a Tr(�lc; �t; N) =�tNL. Since, by assumption a.4 L is �(pN), the above expression is obtained.



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 89For example, it has been proved that in mobile ad hoc networks, at most �(N)successful transmissions can be scheduled simultaneously (see for example [83, 84]).The class of networks under study in this work (i.e. resulting from applying powercontrol techniques) are precisely the class of networks that achieves that maximumnetwork rate. Thus, in order for mobile ad hoc network to be regarded as scalablewith respect to network size, we will need 	N � 1. Unfortunately this is not thecase, and as a consequence ad hoc networks (under assumption a.1 through a.8 inSubsection 3.4.1) are not scalable with respect to network size. 3 Wireline networks,in the other hand, if fully connected may have 	N = 1, and therefore they arepotentially scalable (in the bandwidth sense de�ned here) with respect to netwotrksize. Note however, that this scalability requires the nodes' degree to grow withoutbound, which may be prohibitely expensive.Similarly, since the network rate does not increase with mobility or tra�c load,then a network will be scalable w.r.t. mobility and tra�c if and only if 	�lc = 0and 	�t = 0, respectively. Thus, the networks under this study are scalable w.r.t.mobility, but are not scalable w.r.t. tra�c.Note that similar conclusions may be drawn for scalability w.r.t. additional pa-rameters as for example network density, transmission range `, etc. that are notbeing considered in our analysis. For example, as transmission range increases (andassuming a in�nite size network with regular density) the spatial reuse decreases andas a consequence network rate decreases as rapidly as ` 2. Thus, 	` should be lowerthan �2 for the network to be deemed scalable. Since the minimum tra�c load willonly decrease linearly w.r.t. ` (paths are shortening), 	` = �1, and therefore ad hocnetworks are not scalable w.r.t. transmission range. 43It has been shown in [84] that if the network applications can support in�nitely long delaysand the mobility pattern is completely random, then the average path length may be reduced to 2(�(1)) regardless of network size and, as a consequence, that network scalability factor with respectto network size 	N is equal to 1. Thus, those ad hoc networks (random mobility and capable ofaccepting in�nitely long delays) are the only class of ad hoc networks that are scalable with respectto network size. This work does not consider that class of networks since they have no practicalrelevance.4This observation is the main reason behind our focusing on networks with power control, wherethe transmission range is kept in line so that the network degree is kept bounded.



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 90Now, after noticing that mobile ad hoc networks are not scalable with respect tosize and tra�c, one may ask the meaning of regarding a routing protocol scalable.The remaining of this subsection will clarify this meaning.De�nition 4.5 Routing protocol's scalability is the ability of a routing protocol tosupport the continuous increase of the network parameters without degrading networkperformance.Thus, from the above de�nition it is clear that the routing protocol scalability isdependent on the scalability properties of the network the protocol is run over. Thatis, the network own scalabilty properties provides the reference level as to what toexpect of a routing protocol. Obviously, if the overhead induced by a routing protocolgrows faster than the network rate but slower than the minimum tra�c load, therouting protocol is not degrading network performance, which is being determined bythe minimum tra�c load.To quantify a routing protocol scalabilty, the respective scalability factor is de�ned,based on the total overhead concept presented in Subsection 3.2.1 (see de�nition 3.2),as follows:De�nition 4.6 Let Xov(�1; �2; : : :) be the total overhead induced by routing protocolX, dependent on parameters �1; �2; : : : (e.g. network size, mobility rate, data genera-tion rate, etc.). Then, the Protocol X's routing protocol scalability factor with respectto a parameter �i ( �X�i ) is de�ned to be :�X�i def= lim�i!1 logXov(�1; �2; : : :)log�iThe routing protocol scalability factor provides a basis for comparison among dif-ferent routing protocols. Finally, to assess whether a routing protocol is scalable thefollowing de�nition is used: And, �nallyDe�nition 4.7 A routing protocol X is said to be scalable with respect to the param-eter �i if and only if, as the parameter �i increases, the total overhead induced bysuch protocol (Xov) does not increase faster than the network's minimum tra�c load.That is, if and only if: �X�i � 	�i



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 91Thus, for the class of network under study, a routing protocol X is scalable withrespect to network size if and only if �XN � 1:5; it is scalable w.r.t. mobility rate ifand only if �X�lc � 0; and it is scalable w.r.t. tra�c if and only if �X�t � 1.In the remainder of this chapter we will derive asymptotic expressions for thetotal overhead (and therefore the routing protocol scalability factor) induced by arepresentative set of routing protocols. Besides the trivial result that Plain Flooding(PF) is the only protocol that is scalable with respect to mobilty, and that mostprotocols are scalable with respect to tra�c, the more interesting result that HSLS isscalable with respect to network size is found.4.2.3 MethodologyThis chapter will employ the same methodology used by the previous chapter forcomputing the total overhead induced by several protocols. This methodology con-sisted in computing each of the three components of total overhead, namely proactive,reactive and suboptimal routing, separatedly and then adding them up.4.3 Plain Flooding (PF)In PF, each packet is (re)transmitted by every node in the network (except the des-tination). Thus, N � 1 transmissions are required for each data packet, when theoptimal value (on average) should have been L. Since there are �tN data packetsgenerated each second, the additional bandwidth required for transmission of all thesepackets is data (N � 1�L)�tN bps. Since L = �(pN), the PF's suboptimal routingoverhead per second is equal to �(�t(N2 �N1:5)) = �(�tN2).PF does not try to �nd routes toward the destination, so it does not induceneither reactive nor proactive cost. Thus, PF total overhead per second is �(�t �N2).In consequence �PF�t = 1, �PF�lc = 0, and �PFN = 2.



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 924.4 Standard Link State (SLS)In SLS, a node sends a Link State Update (LSU) to the entire network each timeit detects a link status change. A node also sends periodic, soft-state LSUs everyTp seconds. There is no reactive overhead associated with SLS, and since the pathsdetermined are optimal, there is no suboptimal routing overhead associated with iteither.In SLS, each node generates a LSU at a rate of �lc per second, so in average thereare N�lc LSUs being generated at any given second. Each LSU is retransmitted atleast once per each node (i.e. N times), inducing an overhead of lsuN bits (wherelsu is the size of the LSU packet). Then SLS proactive and total-overhead per secondis lsu �lcN2 bps, that is, �(�lcN2); and �SLS�t = 0, �SLS�lc = 1, and �SLSN = 2.4.5 Dynamic Source Routing (DSR)In DSR no proactive information is exchanged. A node (source) reaches a destinationby 
ooding the network with a route request (RREQ) message. When a RREQ mes-sage reaches the destination (or a node with a cached route towards the destination)a route reply message is sent back to the source, including the newly found route.The source attaches the new route to the header of all subsequent packets to thatdestination, and any intermediate node along the route uses this attached informationto determine the next hop in the route. The present work focuses on DSR withoutthe route cache option (DSR-noRC). A lower bound for DRS-noRC's total overheadis derived next.4.5.1 DSR without Route Cache (DSR-noRC)The DSR-noRC reactive overhead must account for RREQ messages generated bynew session requests (at a rate �s per second per node) and the RREQ messagesgenerated by failures in links that are part of a path currently in use. If we onlyconsider the RREQ messages generated by new session requests, then a lower boundcan be obtained.



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 93Each route request message is 
ooded to the entire network, resulting in N � 1retransmissions (only the destination does not need to retransmit this message). Thus,each message induces an overhead of size of RREQ(N � 1) bits, and there are �sNRREQ messages generated every second due to new session requests. Thus, theDSR-noRC reactive overhead per second is 
(�sN2).For the DSR-noRC suboptimal routing overhead a lower bound will be obtained byconsidering only the extra bandwidth required for appending the source-route in eachdata packet. The number of bits appended in each data packet will be proportionalto the length Li of path i. Since this length is not shorter than Lopti (the optimal pathlength), using Lopti instead of Li will result on a lower bound. The extra bandwidthconsumed by a packet delivered using a path i (with at least Lopti retransmissions) willbe at least (log2N)(Lopti )2, where log2N is the minimum length of a node address.The average extra bandwidth per packet over all paths is Ef(log2N)(Lopti )2)g �(log2N)EfLopti g2 = (log2N)L2 bits. Thus, for each packet sent from a source toa destination there is an average suboptimal routing overhead of at least (log2N)L2bits. Since �tN packets are transmitted per second, the suboptimal routing overheadinduced over the entire network is at least �tN(log2N)L2 bps. Recalling that L =�(pN) (assumption a.4), the DSR-noRC suboptimal routing overhead per second isfound to be 
(�tN2 log2N) bps.Combining the previous results, DSR-noRC total overhead per second is 
(�sN2+�tN2 log2N). Also, �DSR�noRC�t = 1, 0 < �DSR�noRC�lc <= 1, 5 and �DSR�noRCN > 2.4.6 Hierarchical Link State (HierLS)In the m-level HierLS routing, network nodes are regarded as level 1 nodes, and level0 clusters. Level i nodes are grouped into level i clusters, which become level i + 1nodes, until the number of highest level nodes is below a threshold and therefore5DSR's total overhead does depend on mobility, since breakages of links forming existing routeswill trigger route discovery procedures that will induce reactive overhead and/or cause route degra-dation. Similar to the lower bound derived in this section, an upper bound for DSR's total overheadmay be derived by assuming that each link breakage trigger a global route discovery (regardless ofthe link being part of an active route or not). Such an upper bound would increase linearly withthe mobility rate, and therefore we obtain the upper bound for �DSR�noRC�lc <= 1.



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 94they can be grouped (conceptually) into a single level m. Thus, the value of m isdetermined dynamically based on the network size, topology, and threshold values.Link state information inside a level i cluster is aggregated (limiting the rate ofLSU generation) and transmitted only to other level i nodes belonging in the samelevel i cluster (limiting the scope of the LSU). Thus, a node link change may not besent outside the level 1 cluster (if they do not cause a signi�cant change to higherlevels aggregated information), greatly reducing the proactive overhead.HierLS relies on the Location Management service to inform a source node Sof the address of the highest level cluster that contains the desired destination Dand does not contain the source node S. For example, consider a 4-level network asshown in Figure 4.1. S and D are level 1 nodes; X:1:1, X:1:2, etc. are level 2 nodes(level 1 clusters); X:1, X:2, etc. are level 3 nodes (level 2 clusters); X, Y , V , andZ are level 4 nodes (level 3 clusters); the entire network forms the level 4 cluster.The Location Management (LM) service provides S with the address of the highestlevel cluster that contains D and does not contain S (e.g. the level 3 cluster Z inFigure 4.1). Node S can then construct a route toward the destination. This routewill be formed by a set of links in node S level 1 cluster (X:1:1), a set of level 2 linksin node S level 2 clusters (X:1), and so on. In Figure 4.1 the route found by node Sis : S�n1�n2�X:1:5�X:1:3�X:2�X:3�Y �Z�D. When a node outside nodeS level 1 cluster receives the packet, the node will likely produce the same high-levelroute towards D, and will `expand' the high-level links that traverse its cluster usinglower level (more detailed) information. In Figure 4.1 this expansion is shown forthe segment Z �D. The Location Management (LM) service can be implemented indi�erent ways, whether proactive (location update messages), reactive (paging), orhybrid. Typical choices are:LM1 Pure reactive. Whenever a node changes its level i clustering membership butremains in the same level i + 1 cluster, this node sends an update to all thenodes inside its level i + 1 cluster. For example, (see Figure 4.1) if node n2moves inside cluster X:1:5, i.e. it changes its level 1 cluster membership butdoes not change its level 2 cluster membership (cluster X:1), then node n2 willsend a location update to all the nodes inside cluster X:1. The remaining nodes
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2Figure 4.1: A Source (S) - Destination (D) path in HierLS.will not be informed.LM2 Local paging. In this LM technique, one node in each level 1 cluster assumesthe role of a LM server. Also, one node among the level 1 LM servers insidethe same level 2 cluster assumes the role of a level 2 LM server, and so on upto level m. The LM servers form a hierarchical tree. Location updates are onlygenerated and transmitted between nodes in this tree (LM servers). When anode D changes its level i clustering membership, the LM server of its new leveli cluster will send a location update message to the level i+1 LM server, whichin turn will forward the update to all the level i LM servers inside this leveli+1 cluster. Additionally, the level i+1 LM server checks if the node D is newin the level i+1 cluster, and if this is the case it will send a location update toits level i + 2 LM server, and so on.When a level i LM server receives a location update message regarding nodeD from its level i + 1 LM server, it updates its local database with node D'snew location information and forwards this information to all the level i�1 LMservers inside its level i cluster. Each of these level i � 1 LM servers forwardsthe location update message to the level i� 2 servers in its level i� 1 cluster,



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 96and so on until all the level 1 LM servers (inside node D's level i + 1 cluster)are informed of the new level i location information of node D. When a nodeneeds location information about any node in the network, the node pages itslevel 1 LM server for this information.LM3 Global paging. LM3 is similar to LM2. In LM3, however, when a level i LMserver receives a location update from a higher level i + 1 LM server, it doesnot forward this information to the lower level ( i � 1) LM servers. Thus, alower level (say level j < i) LM server does not have location information fornodes outside its level j cluster. A mechanism for removing outdated locationinformation about nodes that left a level i cluster need to be added to the leveli clusters LM servers. Basically, a level 1 LM server that detects that a nodeleft its level 1 cluster will remove the entry corresponding to this node from itsown database, and will inform its level 2 LM server. The level 2 LM server willwait for a while for a location update from the new level 1 cluster (if inside thesame level 2 cluster) and if no such an update is received it will remove thenode entry and will inform its level 3 LM server, and so on until arriving to aLM server that already has information about the new location of the node.When a node needs location information about any node in the network, thenode pages its level 1 LM server for the information. If the level 1 LM does nothave the required information, it (the level 1 LM server) pages its level 2 LMserver, who in turn pages its level 3 LM server, and so on, until a LM serverwith location information about the desired destination is found.In this work, a pure proactive LM technique (LM1) will be initially considered,since approach LM1 is easier to implement and analyze. The total overhead of suchprotocol, referred to as HierLS-LM1, will be analyzed in the next three subsections.Approach LM2 (referred to as HierLS-LM2) potentially reduces the bandwidth con-sumption (for reasonable values of �s) but at the expense of complexity (selectionand maintenance of LM servers) and an increase in the latency for route establish-ment. However, the asymptotic characteristic of HierLS do not change whether weuse approach LM1 or approach LM2, as will be shown in subsection 4.6.4. Approach



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 97LM3 (referred to as HierLS-LM3) is the more complex to implement and analyze. Itwill induce a signi�cant amount of reactive overhead (susceptible to tra�c), but willreduce the amount of overhead induced by mobility. Approach LM3 will be analyzedin subsection 4.6.5.4.6.1 HierLS-LM1 Proactive OverheadA network organized in m level clusters, each of equal size k (N = km) is considered.Note that k is prede�ned while m increases with N .Under assumption a.7, HierLS-LM1's proactive asymptotic overhead is dominatedby the location management function, that induces an overhead that grows at leastas fast as sN1:5, where s is the node relative speed. In the other hand, most of theLSUs updates will correspond to level 1 links, and will be propagated inside the level1 clusters only. Thus, LSU packets will induce a proactive overhead that will onlygrow as fast as �lc k N (this is, of course, a lower bound).HierLS-LM1 location management overhead expressions, can be obtained by con-sidering that the time a node takes to change its level m � 1 cluster is directlyproportional to the diameter of this level m� 1 cluster and inversely proportional tothe node's relative speed s. Since the level m � 1 cluster size is N=k, then the clus-ter diameter is �(qN=k) . Under approach LM1, the new location information willhave to be forwarded to all the nodes inside the level m cluster (the entire network).Thus, every node will send a location update message to the entire network (N trans-missions) each �(qN=k=s) seconds, inducing an overhead of �(pk spN) bits everysecond. Adding up all nodes contributions, the proactive overhead per second dueto level m � 1 clusters membership change is �(pksN1:5). Regarding the locationupdates generated due to level m� i membership change, it can be seen that a levelm� i cluster is ki�1 times smaller than a level m�1 cluster, and consequently a levelm � i cluster's diameter is k i�12 times smaller than a level m � 1 cluster's diameter.Thus, the generation rate of location updates due to level m� i membership changesis k i�12 times larger than the rate induced by level m�1 changes. Also, since the newlocation information will have to be transmitted to all the nodes inside the current



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 98level m � i + 1 cluster, then the number of transmissions required for each packetdecreases by a factor of k�(i�1) with respect to the number of transmissions inducedby level m� 1 changes, which results in a net reduction of k� i�12 . Then, the overheaddue to all location updates is :Loc Upd Cost = �(pksN1:5)[1 + k� 12 + k�1 + � � �]= �(pksN1:5) 11�q1=kThus, the location management overhead is �(sN1:5) bps. Combining this value withthe lower bound obtained for the LSU-induced overhead (
(�lcN)), it is concludedthat the HierLS-LM1 proactive overhead is 
(sN1:5 + �lcN).4.6.2 HierLS-LM1 Suboptimal Routing OverheadTo estimate the suboptimal routing overhead, it is assumed that each level i (beginningwith level 2) increases the actual route length by a factor fi (fi depends on the valueof k, the LSU triggering thresholds, and is typically close to 1, for example f = 1:05means a 5% increase in the route length). Thus, if the optimal path length is l, thenthe actual path length will be �i=mi=2 fi l. Let f be the geometric average of the set ffig,that is, f = (�mi=2fi) 1m�1 . Then, the suboptimal routing overhead induced by a packettransmission is data [fm�1 � 1] l = data [k(logk f)(m�1) � 1] l = data [Nk � � 1] l, where� = logk f . There are �tN packets generated each second, thus the average suboptimalrouting overhead per second is data (Nk �� 1)L�tN . Since L is �(pN), we �nally getthat the HierLS-LM1 6 suboptimal routing overhead per second is �(�tN1:5+�).4.6.3 HierLS-LM1 Total OverheadCombining the lower bound obtained for the proactive cost and the tight boundobtained for the suboptimal route cost we �nally obtain that the total overhead persecond for HierLS-LM1 is 
(s �N1:5 + �lc �N + �tN1:5+�). 7 Also, �HierLS�LM1�t = 1,6This result is also valid for HierLS-LM2 and HierLS-LM3.7This expression appears to be a tight bound and the total overhead induced by HierLS-LM1seems to be (hipotesis) �(s �N1:5 + �lc �N + �tN1:5+�).



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 99�HierLS�LM1�lc = 1, and �HierLS�LM1N = 1:5 + � > 1:5 (HierLS is almost scalable w.r.t.network size).4.6.4 HierLS-LM2 Total OverheadLM2 di�ers from LM1 in that:� LM1 transmit location update to all the nodes inside a level i cluster. LM2transmit this updates only to the level 1 LM servers.� LM2 induces a reactive cost when paging the level 1 LM servers asking for adestination location information.The �rst di�erence implies that LM2 reduction factor on location update cost withrespect to LM1 is at most in the order of the ratio of the number of nodes (N) tothe number of level 1 LM servers (�(N=k)). This ratio is �(k); where k, the numberof nodes in a level 1 cluster, is �xed (predetermined, bounded). Thus, HierLS-LM2proactive cost asymptotic behavior is the same as HierLS-LM1's .The second di�erence implies a reactive cost component in HierLS-LM2 total over-head expression. Indeed, each time a new session is established the source node hasto page its level 1 location server. This paging message need to be retransmittedin average �(pk) times (i.e. the radii of the level 1 cluster). The important obser-vation is that this number is bounded as the maximum size of a level 1 cluster ispredetermined independently of the size N (what changes with N is the number oflevels m). Thus, each second �sN paging messages will have to be retransmitted aconstant number of times, therefore inducing a bandwidth consumption per secondthat is �(�sN). Thus, the reactive cost induced by HierLS-LM2 (upper bounded)is O(�tN). This value is smaller than the suboptimal route cost (�(�tN1:5+�)) andtherefore has no impact in the total overhead expression. 8Thus, HierLS-LM2 total overhead is 
(sN1:5 + �lcN + �tN1:5+�), and shows thesame asymptotic properties and scalability factors as HierLS-LM1.8Recall that �s and �t are directly proportional.



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 1004.6.5 HierLS-LM3 Total OverheadWhen the LM3 approach is used, a node change in its level i membership will beinformed (by the new level i LM server) to the other level i LM servers in the samelevel i+1 cluster (k nodes on average). The number of transmission needed to reacheach of these level i LM servers will be of the same order of magnitude that thediameter (Di+1) of a level i+ 1 cluster. The generation rates of these level i locationupdates (for a given node) will roughly be �(s=Di) where s is the node speed. Thus,the bandwidth consumption due to level i location updates induced by one node is�(kDi+1) � �(s=Di) = �(kDi+1Di s) = �(s). Where the last equality holds since inaverage Di+1Di = pk. Thus, considering the location updates due to levels 1, 2, .., m;we get that the bandwidth consumption due to all the location updates induced by anode is �(sm) = �(s logkN). And, considering the bandwidth consumed by all theN nodes in the network we get that HierLS-LM3 location update cost is �(sN logN).For the paging (reactive) cost, we recall that the fraction of nodes in a source (sayS)m�1 level cluster is (on average) 1=k. Thus, most of the nodes belong to a di�erentlevel m � 1 cluster. Since all the nodes are equiprobable destinations (assumptiona.6), we conclude that the majority of destinations will require long pages, that is,will require pages that will travel all the way to the level m � 1 LM server. Thus,we may simplify the analysis by considering only the cost of paging for informationto destination outside one node level m � 1 cluster. Thus, each page will require atleast 
(qN=k) transmissions (assuming that optimal routes to the level i LM serverare available, and because of assumption a.4). Also, a page is generated at leastevery new session and the fraction of these pages that refer to destination outside thesource (S) level m � 1 cluster is k � 1=k � 1. Thus, each second there are at leastk�1k � �s � N pages being generated (in the entire network), inducing a reactive costof at least 
(k�1k � �s �NqN=k) = 
(�sN1:5).Note that an upper bound can also be found if we consider that all pages are farreaching, that a page is triggered for each data packet (at a rate of �t � N packetsper second) and that the average number of transmissions required for each pageis �(N0:5+�) (see subsection 4.6.2 about suboptimal routes). Then, the paging costobtained is O(�tN1:5+�). Thus, the reactive cost (paging LM servers) can be absorbed



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 101by the suboptimal route cost expression (�(�tN1:5+�)), and its inclusion in the totaloverhead expression will have no e�ect.Finally, HierLS-LM3 total overhead per second is 
(sN logN +�lcN +�tN1:5+�),slightly di�erent from the asymptotic expressions for HierLS-LM1 and HierLS-LM2(although it has the same scalability factors).4.7 Zone Routing Protocol (ZRP)ZRP is a hybrid approach, combining a proactive and a reactive part, trying tominimize the sum of their respective overheads. In ZRP, a node disseminates event-driven LSUs to its k-hop neighbors (nodes at a distance, in hops, of k or less). Thus,each node has full knowledge of its k-hop neighborhood and may forward packetsto any node within it. When a node needs to forward a packet outside its k-hopneighborhood, it sends a route request to a subset of the nodes in the network, namelythe `border nodes'. The `border nodes' will have enough information about their k-hop neighborhoods to decide whether to reply to the route request or to forward itto its own set of `border' nodes. The route formed will be described in terms of the`border' nodes only, thus allowing `border' nodes to locally recover from individuallink failures, reducing the overhead induced by route maintenance procedures.In Appendix C, a lower bound for for ZRP' total overhead (ZRPov) was foundto be equal to 
(nk �lcN + �sN2=pnk). Where nk is the average number of nodesinside another node's `zone' (i.e. `k' hops neighborhood). The �rst term representsthe proactive overhead, while the second term represents the reactive overhead. Min-imizing this lower bound by properly choosing the value nk, shows that the bestasymptotic behavior of the bound is obtained when (if possible) nk = �((�sN�lc ) 23 ),obtaining a total overhead that is 
(� 13lc� 23s N 53 ). 9When �lc = �(�sN), nk must be �(1) and therefore the total overhead inducedby ZRP becomes 
(�lcN +�sN2) = 
(N(�lc+�sN)) = 
(�sN2). If �lc grows faster9Note that in this case k, the zone radius, is �((�s N�lc ) 13 ). Thus, k should increases with tra�c anddecreases with mobility as suggested in [113]; but the functional form of the non linear dependencywas not anticipated.



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 102that �(�sN), values of nk lower than 1 do not make sense. What happens is that ZRPbehaves in a pure reactive mode (as DSR) and therefore the total overhead inducedby ZRP in those cases is also 
(�sN2).On the other hand, if �lc = �(�s=pN), the best achievable value of nk is �(N).Thus, ZRP's total overhead becomes 
(�lcN2 + �sN1:5) = 
(N2(�lc + �s=pN)) =
(�lcN2). If �s=pN grows faster than �lc, then nk can not grow more than N andtherefore ZRP behaves in a pure proactive mode (as SLS) and induces a total overheadof 
(�lc �N2).Finally, ZRP's total overhead is:
ZRPov = 8>>>>>><>>>>>>: 
(�lcN2) if �lc = O(�s=pN)
(� 13lc� 23sN 53 ) if �lc = 
(�s=pN)and �lc = O(�sN)
(�sN2) if �lc = 
(�sN)Note that the asymptotic expression provides us with much more informationabout the parameters interactions than the scalability factors, which are computedassuming that just one parameter is increased while the others remain �xed. ForZRP, �ZRP�t = 0 (pure proactive mode), 0 < �ZRP�lc <= 1 (pure reactive mode, similarto DSR's), and �ZRPN � 1:66. Note that the information provided by the scalabiltyfactors is incomplete, and it hinds the fact that the exponential rates of increase ofZRP's total overhead with respect to mobility and tra�c always add up to at least1, as can be seen from the total overhead's asymptotic expressions.4.8 Hazy Sighted Link State (HSLS)HSLS was derived in the next chapter based on the observation that nodes that arefar away do not need to have complete topological information in order to make agood next hop decision. Thus, propagating every link status change over the entirenetwork may not be necessary. In a highly mobile environment, a node running HSLSwill transmit - provided that there is a need to - a LSU only at particular time instants



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 103that are multiples of te seconds. Thus, potentially several link changes are `collected'and transmitted every te seconds. The Time To Live (TTL) �eld of the LSU packet isset to a value (which speci�es how far the LSU will be propagated) that is a functionof the current time index as explained below. After one global LSU transmission {LSU that travels over the entire network, i.e. TTL �eld set to in�nity, as for exampleduring initialization { a node `wakes up' every te seconds and sends a LSU with TTLset to 2 if there has been a link status change in the last te seconds. Also, the nodewakes up every 2te seconds and transmits a LSU with TTL set to 4 if there has beena link status change in the last 2te seconds. In general, a node wakes up every 2i�1te(i = 1; 2; 3; :::) seconds and transmits a LSU with TTL set to 2i if there has been alink status change in the last 2i�1te seconds. If a packet TTL �eld value (2i) is greaterthan the distance from this node to any other node in the network (which will causethe LSU to reach the entire network), the TTL �eld of the LSU is reset to in�nity(global LSU), and the algorithm is re-initiated.Nodes that are at most two hops away from a node, say X, will receive informationabout node X's link status change at most after te seconds. Nodes that are more than2 but at most 4 hops away fromX will receive information about any ofX links changeat most after 2te seconds. In general, nodes that are more than 2i�1 but at most 2ihops away from X will receive information about any of X links change at most after2i�1te seconds. Figure 4.2 shows an example of HSLS's LSU generation process whenmobility is high and in consequence LSUs are always generated. An arrow with anumber over it indicates that at that time instant a LSU (with TTL �eld set to theindicated value) was generated and transmitted. Figure 4.2 assumes that the nodeexecuting HSLS computes its distance to the node farthest away to be between 17and 32 hops, and therefore it replaces the TTL value of 32 with the value in�nity,resetting the algorithm at time 16te.In the previous chapter, closed form expressions were derived for a tagged nodeassumed at the network center. In this chapter, the assumption of the node beinglocated at the center of the network is relaxed, and asymptotic expression are derivedfor the total overhead induced by all the nodes in the network (centrally located ornot).
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Figure 4.2: HSLS's LSU generation process (mobility is high).4.8.1 HSLS Proactive OverheadA highly mobile environment (i.e. a LSU is generated every time interval) is consid-ered. All the di�erent LSUs (re)transmissions due to LSUs generated by a node, sayX, will be added and then averaged over time. The value obtained will be multipliedby the number of nodes in the network to get the proactive overhead. LSUs will begrouped based on their TTL value at the time they were generated, beginning withthe LSUs with larger TTL values.LetMDx be the maximum distance from nodeX to any other node in the network.Let Rx be the power of 2 such that Rx < MDx � 2Rx. For example, Rx = 16 in�gure 4.2, where MDx was assumed to be between 17 and 32. Under HSLS, nodeX computes MDx each te seconds based on its own topology information, which isnot necessarily up-to-date, so MDx is a time-changing value that is not being timelyupdated. The above observation, however, will have little impact on the value of Rx,which may be assumed roughly constant over time.Let's consider what happens at time Rxte (16te in �gure 4.2). At this time node Xsends a LSU to the entire network and the algorithm is re-initiated. Thus, every Rxteseconds node X induces N transmissions, and therefore the bandwidth consumptiondue to these global LSUs is lsuNRxte , where lsu is the average length of a LSU packet.The second larger TTL is Rx, and LSUs with this TTL are generated Rx2 te secondsafter a global LSU is sent (times 8te in �gure 4.2). Recalling that the timers are resetat time Rxte, we notice that the interval between consecutive generation times is



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 105(Rxte � Rx2 te) + Rx2 te = Rxte. Thus, the generation rate of LSUs with TTL equal toRx is 1Rxte (the same as the generation rate of global LSUs). These LSUs will not reachall the nodes in the network but only a fraction fx. From assumption a.3, fx shouldbe around (Rx=MDx)2, i.e., fx 2 [0:25; 1]. In practical situations, due to boundarye�ects (i.e. the number of nodes at a maximum distance MDx is small), we obtainthat typically fx is in the interval [0:5; 1]. Thus, the bandwidth consumption due toLSUs with TTL equal to Rx is lsu fxNRxte .For the remaining TTL values, `boundary' conditions are no longer relevant. Thus,for TTL equal to Rx=2 the generation rate doubles (e.g. LSUs with TTL equal to 8are sent at times 4te; 12te; � � � in �gure 4.2), and the number of transmissions inducedper LSU is reduced by a factor of 4 (because of assumption a.3, and the fact that theTTL values are reduced to a half); thus the total e�ect is a reduction by a factor of2 with respect the bandwidth consumption due to LSUs with TTL equal to Rx. Thesame argument applies for TTL equal to Rx=4; Rx=8; :::; 2; 1. 10 Finally, the totalbandwidth consumption due to all the LSUs generated by node X is equal to :XproHSLS = lsuNRxte + lsu fxNRxte + lsu fxN2Rxte + lsu fxN4Rxte + : : := lsuNRxte [1 + fx(1 + 12 + 14 + : : :)] � lsuNRxte [1 + 2fx]Since the size of a LSU depends only on the node density (bounded on average),fx is bounded below 1, and Rx is �(pN) (assumption a.4); the proactive overheadper second induced by one node is �(N0:5te ). Since there are N nodes, the proactiveoverhead per second induced by the entire network is �(N1:5te ).4.8.2 HSLS Suboptimal Routing OverheadLet telapk be the maximum time elapsed since `fresh' LSU information about a destina-tion k hops away was last received. HSLS induces a quasi-linear relationship betweentelapk and k. In general, te2 � telapkk � te. Thus, the ratio between the time elapsed10Assumptions a.3 and a.4 are asymptotic conditions, and as such, are not applicable to smallvalues of TTL. However, the contributions of LSUs with small TTL values in the proactive overheadof a large network is not signi�cant and a more exact analysis can be safely omitted.



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 106since fresh information was received and distance is bounded by te, independently ofnetwork size or distance to the destination. Based on the mobility model assumptiona.8 (time scaling), this will cause the probability of a suboptimal next hop decision tobe bounded11, and the fraction of the increase of the suboptimal routes (with respectto the optimal ones) to also be bounded independently of network size. Then, ithas been found in Appendix D that for a �xed value of te, HSLS suboptimal routingoverhead will increase as �(�tN1:5) with respect to tra�c and network size.To investigate the dependence of the suboptimal routing overhead on the timete, a more precise mobility model need to be de�ned. Assuming a mobility modelthat induces an exponential residence time on a given area, HSLS suboptimal routingoverhead was found (also in Appendix D) to be equal to : �((e�lcteK4 � 1)�tN1:5),where k4 is a constant.4.8.3 HSLS Total OverheadThere is no reactive overhead associated with HSLS. Thus, the HSLS total overheadfor the class of networks analyzed in the previous subsections is equal to :HSLSov = N1:5[K5 1te +K3(e�lcteK4 � 1)�t]The value of te should be tuned to optimize performance. For a moment, let's usethe approximation ex � 1 � x, where x = �lcteK4. Thus:HSLSov � N1:5[K5te +K6�lc�tte]Choosing the value of te that minimizes the above expression we get te = �( 1p�lc�t ),x = �(p�lcp�t ), and HSLSov = �(p�lc�tN1:5). The previous expression would de�nethe asymptotic behavior of HSLS's total overhead only if our approximation ex �1 � x is valid. Indeed, if �t grows asymptotically faster than �lc, the value of xgoes to zero and the approximation ex � 1 � x is valid. On the other hand, if�lc grows asymptotically faster than �t, the approximation will not be valid. In11Since the ratio maximum displacement { speed times elapsed time { over distance is bounded, sois the `angular' displacement of the destination. The `angular' displacement will determine whetherthe node chosen as the next hop is the proper one or not.



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 107this case, since the exponential function is the fastest growing, it is desirable tomaintain the product �lcte (and therefore the value of p) bounded and thereforewe choose te = �( 1�lc ). Thus, the HSLS total overhead in this scenario becomes�(N1:5(�lc + �t)) = �(�lcN1:5), where the last equality holds due to our assumptionthat �lc grows asymptotically faster than �t and therefore �lc dominates the previousexpression. Thus, the HSLS's total overhead is :HSLSov = 8<: �(p�lc�tN1:5) if �lc = O(�t)�(�lcN1:5) if �lc = 
(�t)Also, it can be noted that �HSLS�t = 0:5, �HSLS�lc = 1, and �HSLSN = 1:5. Thus, HSLSis the only protocol that is scalable with respect to network size.4.9 Comparative StudyIn the previous sections the scalability factors of several representative routing proto-cols have been derived. From those results we concluded that PF is the only protocolknown to be scalable w.r.t. mobility (�PF�lc = 0), while all of the protocols were scalablew.r.t. tra�c. More interesting was to �nd that HSLS is the only protocol scalable withrespect to network size (�HSLSN = 1:5). However, much more information about theprotocol parameter's interactions may be derived from the asymptotic total overheadexpressions.The total overhead results derived in th eprevious sections are summarized inTables 4.1 and 4.2. Table 4.1 present the results for each overhead source (proactive,reactive, and suboptimal routing). 12 Table 4.2 presents the results for the totaloverhead when the tunable parameters are selected to optimize performance (or atleast, optimize the lower bounds derived before).These results increase our understanding of the limits and provide valuable in-sight about the behavior of several representative routing protocols. The better un-derstanding of these limits will help network designers to better identify the classof protocols to engage depending on their operating scenario. For example, if the12Unless otherwise stated, the HierLS results correspond to HierLS-LM1.



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 108Protocol Proactive Reactive SuboptimalPF { { �(�tN2)SLS �(�lcN2) { {DSR-noRC { 
(�sN2) 
(�tN2 log2N)O((�s + �lc)N2)HierLS 
(sN1:5 + �lcN) { �(�tN1:5+�)ZRP �(nk�lcN) 
(�sN2=pnk) O(�tN2=pnk)HSLS �(N1:5=te) { �((e�lcteK4 � 1)�tN1:5)Table 4.1: Asymptotic results for several routing protocol for mobile ad hoc networks.designer's main concern is network size, it can be noted that HierLS and HSLS scalebetter than the others. Similarly, if tra�c intensity is the most demanding require-ment, then SLS, and ZRP are to be preferred since they scale better with respect totra�c (total overhead is independent of �t); HSLS follows as it scales as �(p�t), andPF, DSR, and HierLS are the last since their total overhead increases linearly withtra�c. 13Similarly with respect to the rate of topological change, we observe that PF maybe preferred (if size and tra�c are small and the rate of topological change increasestoo rapidly), since its total overhead is independent of the rate of topological change.Provably next will be ZRP and DSR since their lower bounds are independent of therate of topological changes. The bounds are not necessarily tight, and ZRP's andDSR's behavior should depend somewhat of the rate of topological change. Finally,for SLS, HierLS, and HSLS we know (as opposed to DSR and ZRP where we suppose)that their total overhead increase linearly with the rate of topological change.It is interesting to note that when only the tra�c or the mobility is increased (butnot both), ZRP can achieve almost the best performance in each case.14 However,13It is interesting to note that HSLS scales better with tra�c intensities than HierLS (the onlyother protocol that scales well with size). This result may have an intuitive explanation in thefact that HierLS never attempts to �nd optimal routes towards the destination, even under slowlychanging conditions. HSLS on the other hand, may eventually obtain full topology information {and therefore optimal routes { if the rate of topological changes is small with respect to 1=te, as isthe case when �t grows faster than �lc.14Almost, because ZRP can not achieve the independence of total overhead from mobility. PF
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Protocol Total overhead (best) CasesPF �(�tN2) AlwaysSLS �(�lcN2) AlwaysDSR-noRC 
(�sN2 + �tN2 log2N) AlwaysHierLS 
(sN1:5 + �lcN + �tN1:5+�) LM1 or LM2 approach used
(s �N logN + �lc �N + �tN1:5+�) LM3 approach is usedZRP 
(�lcN2) if �lc = O(�s=pN)
(� 13lc� 23sN 53 ) if �lc = 
(�s=pN) and �lc = O(�sN)
(�sN2) if �lc = 
(�sN)HSLS �(p�lc�tN1:5) if �lc = O(�t)�(�lcN1:5) if �lc = 
(�t)Table 4.2: Best possible total overhead bounds for mobile ad hoc networks protocols.if mobility and tra�c increase at the same rate; that is, �lc = �(�) and �t = �(�)(for some parameter �), then ZRP's total overhead (
(�N1:66)) will present the samescalability properties as HSLS's (�(�N1:5)) and HierLS's (�(�N1:5+�)) with respectto �, with the di�erence that ZRP does not scale as well as the other two with respectto size.These and more complex analyses can be derived from the expression presented,when di�erent parameters are modi�ed simultaneously accordingly with the scenariothe designer is interested in.HSLS has better asymptotic properties than HierLS, which means that as sizeincreases HSLS eventually outperform HierLS. The idea of HSLS { being much moresimple to implement { outperforming HierLS is counter-intuitive. A �rst reaction tothis result will likely be to assume that the constants involved in the asymptotic anal-ysis may be too large, preventing HSLS from outperform HierLS under `reasonable'scenario. Thus, the authors relied on a couple of simulation experiment to validate if,in e�ect, HSLS may outperform HierLS even under moderate network size and tra�cload.does.



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 1104.9.1 A Simulation Experiment: HSLS vs. HierLS-LM1Table 4.3 shows the simulation results obtained by OPNET for a 400-node networkwhere nodes are randomly located on a square of area equal to 320 square miles (i.e.density is 1.25 nodes per square mile). Each node choose a random direction among4 possible values, and move on that direction at 28.8 mph. Upon reaching the areaboundaries, a node bounces back. The radio link capacity was 1.676 Mbps. Simulationwere run for 350 seconds, leaving the �rst 50 seconds for protocol initialization, andtransmitting packets (60 8kbps streams) for the remaining 300 seconds. The HierLSapproach simulated was of the type HierLS-LM1, and corresponds to the DAWNproject [115] modi�cation of the MMWN clustering protocol [105]. The minimumand maximum cluster size was set to 9 and 35 respectively.The metric of interest is the throughput (i.e. fraction of packets successfullydelivered). The simulation results presented are not a comprehensive study of therelative performance of HierLS versus HSLS under all possible scenarios. They justpresents and example of a real-life situation where HSLS outperform HierLS, andcomplement our theoretical analysis. The theoretical analysis focuses on asymptoti-cally large network, heavy tra�c load, and saturation conditions where the remainingcapacity determines the protocol performance. The simulation results, in the otherhand, refer to medium size networks with moderate loads, where depending on theMAC employed, other factors may have more weight over the protocols performance.The results in Table 4.3 show that HSLS may outperform HierLS in medium size,more realistic, scenarios. However, both protocols performance is quite poor. Theabove is a consequence of the MAC protocol being employed, which was unreliableCSMA. For the network load being induced, the non-negligible probability of colli-sion reduced the chance of packets reaching destination more than a few hops away.Thus, these results are for comparison sake only, since they suggest to use more elab-orated MAC algorithms as the use of the RTS/CTS handshake. Two main reasonscontributed to HSLS outperforming HierLS for such a wide margin:� Since min-hop routing was used, the routing protocols tends to choose pathswith `longer' links (i.e. greater distance between the 2 nodes at each extreme of



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 111the link). As nodes move, these links deteriorate faster than the `shorter' ones,and as a consequence packets are being loss (unreliable MAC). HierLS has towait until a `degraded' link is declared DOWN before switching the packettransmission to di�erent ones. HSLS, in the other hand, is bene�ted from quickfeedback about a node one-hop neighborhood by eavesdropping the HELLOmessages exchanged by the neighbor discovery modules. Note that HierLSdesign philosophy prevents it from using such information, since it relies on allnodes inside the same cluster having the same view of the intra-cluster topology.HSLS, in the other hand, was designing under the assumption that nodes thatare closer should be updated more frequently, so that having HELLOs messagesinterpreted as LSUs with TTL equal to 1 falls naturally into HSLS framework.However, since some of HierLS shortcoming can be alleviated by techniquessuch as alternate path routing or by including `stability' as a factor in theroute selection, the authors tried to remove some of the bias towards HSLS.For this reason, HSLS-2 was also simulated. In HSLS-2, the routing protocolis prevented of eavesdropping the HELLO messages, and no level 1 LSU istransmitted. This was done for comparison sake only, and it is not the intentionof the authors to propose such an approach. LSUs with TTL equal to 1 ,being inexpensive, improve signi�cantly the protocol performance { as can beseen from the di�erence between HSLS and HSLS-2 in Table 4.3 { so theyshould always be transmitted. Instead, the author would propose to improveHierLS to address the previous issues and improve performance. Unfortunately,due to time-constraint, the aforementioned approach had to be implemented(i.e downgrading HSLS instead of upgrading HierLS). Even with the abovemodi�cations, HSLS-2 outperformed HierLS.� HierLS provided longer routes that made extremely di�cult to the packets toreach their destination without colliding. HSLS also su�ered from collisions,but the paths that HSLS provided for destination close by, tend to be smallerthan the ones provided by HierLS. For example, when HSLS provided a 4 hoppath, HierLS would provide a 6 hop path (for a destination in a neighboring



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 112Protocol Throughput DelayHSLS 0.2454 0.0163HSLS-2 0.1556 0.0141HierLS-LM1 0.0668 0.0134Table 4.3: Throughput of a 400-node network.cluster). The extra path length (2 hops) may seem negligible, but in a scenariowhere after 6 hops was almost certain that a packet would collide, it make agreat di�erence. Since we were moderately loading the network, the probabilityof collision was high, and packet are not traveling more than 6 hops in average.It can be seen that the previous results are highly in
uenced for another factors such asthe MAC protocol being used, the quality of the links that neighbor discovery declaresup, the latency on detecting link failures, etc. So, whether HSLS or HierLS should bepreferred for a particular scenario, depends on the particular constraints (for example,if memory or processing time is an issue, HierLS may be preferred since it require tostore/process an smaller topology table). The present work, however, provides someguidelines, suggesting that as tra�c, network size, and data rate increases, and abetter MAC is employed (allowing to achieve the full channel capacity), HSLS shouldtend to be preferred.4.10 ConclusionsPrior to this work, the community lacked a basic tenet for understanding the fun-damental limitations and invariants associated with ad hoc networks. Simulationstudies, while valuable, provided results that were limited in scope, and traditionaldiscrete-event simulation methods have failed to produce practical simulators for verylarge or highly mobile networks.This chapter addressed these shortcomings by presenting a novel methodolgy {along with a new perspective on scalability { that allows for an analytical comparison,and deeper understanding of the characteristics and tradeo�s associated with various



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 113classes of routing protocols for mobile networks. This methodology, �rst introducedin chapter 3 to analyze a family of link state protocol variants, was fully developedin this chapter and applied to study a variety of protocols that have been proposedand analyzed via simulation methodologies in the literature.The analytical methods developed in this work and the resulting asymptotic totaloverhead's expressions provide an important contribution to the �eld that promises toshed new light on the fundamental limitations and underlying characteristics of mobilenetworks in general, and in the studied protocols in particular. Results for HSLS {a novel, easy-to-implement link state variant { suggest that the implementation ofa complex hierarchy is not mandatory for scalability. A more focused comparisonbetween HierLS and HSLS was undertaken, and as a result, HSLS was established asa competitive alternative to HierLS.Finally, this work is only a �rst step. Greater understanding of cross-layer in-teractions and the impact of more general mobility models and tra�c workloads isrequired. In particular, it was observed that for random mobilty, HSLS and HierLS(approximately) scaled as �(N1:5) with respect to network size. That value is a conse-quence that both proactive and suboptimal routing overheads increases as rapidly as�(N1:5), and therefore is unlikely to be improved. However, if mobility does presentwell de�ned patterns (group mobility) and the cluster selection is determined bythose patterns, then the overhead induced by location management techniques (themain contributor to HierLS proactive overhead) may be signi�cantly reduced and theproactive overhead of such a HierLS variant will reduce to �(N). This, in turn, openthe posibility of improving the protocol performance by trading o� some increase inthe proactive overhead ( �(N)) in exchange for a decrease in the suboptimal routingoverhead ( �(N1:5+�), obtaining an overall decrease in the total overhead asymptoticbehavior. Thus, it may be worthy to consider group mobility (or other pattern) ifpresent when designing an e�ective routing protocol, as suggested in the multi-moderouting protocol framework presented in Chapter 2.The multi-mode framework proposed not only uses limited information dissemi-nations techniques, that as we have seen in this chapter enables a routing protocolto be scalable with respect to network size, but also includes a self-organizing module



CHAPTER 4. Asymptotic Behavior of Ad Hoc Routing Protocols 114that tries to learn the current network mobility and tra�c patterns in an attempt toadapt to them (and improve the routig protocol scalability w.r.t. mobility, speciallyin th epresence of well de�ned mobility patterns). The next chapter introduces anovel algorithm (SOAP) that represents an instantiation of the self-organizing mod-ule required by the multi-mode routing framework. Further research should focuson approaches that (like SOAP) tries to learn/exploit di�erent mobility pattern fore�ective routing, and that enable a multi-mode routing protocol.



Chapter 5SOAP : a Self-Organizing,Adaptive ProtocolThis chapter completes our study of the elements of the framework for a multi-moderouting protocol presented in Chapter 2. The previous 2 chapters have discussedvariants of the LLS algorithm (instantiation of the algorithm executed at the limitedinformation dissemination module) and its impact on the scalability of ad hoc rout-ing protocols. This chapter switches the attention to the algorithm proposed to beexecuted at the other learning/engaging module, the self-organizing module, namelythe self-organizing (SO) algorithm.In this chapter, the SO algorithm introduced in Chapter 2, which attempts tolearn and exploit the instantaneous network structure, mobility and tra�c patterns,is studied by providing a detailed protocol description, which provide us with a betterunderstanding of its complexity and feasibility. Some extensions of SOAP to addressheterogeneous scenarios (e.g. �xed-mobile integration) are also discussed.SOAP, while including a limited dissemination technique (based on NSLS or simi-larly, the proactive element of ZRP), may also be interpreted as representing a partic-ular instance of a multi-mode routing protocol. That is, under certain mobility andtra�c patterns, a multi-mode routing protocol may elect to behave exactly as SOAP.However, a multi-mode routing protocol may change its behavior (mode) based onchanges on the mobility and tra�c patterns (i.e. the state) of the network.115



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 116This chapter attempts to provide an understanding of the complexities associatedwith the implementation of a self-organizing algorithm (�rst) and a multi-mode rout-ing protocol (later). This chapter presents a di�erent, more implementation orienteddiscussion compared to that in the previous ones.The work in this chapter intends to be an initial step only. This chapter's focus isto provide a 
exible protocol speci�cation. Such a speci�cation will provide an insightinto SOAP's implementation complexity. Future work should be directed towardanalyzing the impact of the di�erent choices of the parameters of the algorithm (as forexample the cost function) on the overall system performance. Such an assessment isexpected to facilitate the development of a multi-mode routing protocol speci�cation.5.1 PreliminariesIn a mobile network there are two main issues that need to be considered. One is thecost of choosing a suboptimal path at a particular point in time (bandwidth waste),the other is the cost of tracking destinations due to mobility (i.e. link state or dis-tance vector updates, cluster formation/maintenance and location management, etc.).Traditional protocols that address the �rst issue in a static network with moderatesuccess (e.g. SLS, SDV) have a poor performance in a highly dynamic environment.This is due not only to the instability typically associated with them, but also to theincreased bandwidth overhead required to operate correctly under increased mobilityrates. For highly dynamic networks the bandwidth overhead present in typical LinkState or Distance Vector algorithms may consume the greater part of the availablebandwidth. It is clear that in such cases the availability of optimal routes is not ofprimary importance if the protocol itself congests the network. An alternative pro-tocol that reduces the network congestion due to 
ooding of routing information ispreferred, even if the routes obtained are not optimal. The HSLS algorithm, presentedin the previous chapters is an example of such an algorithm. HSLS, however, does nottake advantage of mobility patterns. It was pointed out in Chapter 4 that potentiallybetter performance may be achieved if group mobility is taken into account duringcluster membership selection in hierarchical approaches. Such a consideration may



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 117signi�cantly reduce the location management overhead. Similarly, improvement maybe obtained if tra�c patterns are considered when proactively building routes towarddestinations so that network resources are not wasted maintaining routes that areunlikely to be used.An e�cient routing protocol must take into account the spatial-temporal corre-lations inherent in any network and should also consider the network behavior andstructure, trying to take advantage of them. In this chapter a Self-Organizing Adap-tive Protocol (SOAP) that addresses these requirements, reducing the cost associatedwith route discovery is presented.From an implementation point of view, SOAP combines features (and concepts)from Mobile IP [117], TORA [63], and ZRP [56]. Thus, a brief description of each isprovided below.Mobile IP [117] has been employed to handle mobility in cellular and other wirelessnetworks. Mobile IP assumes a hub-based architecture with nodes organized around�xed access points that execute all the routing functions. Traditional Mobile IP relieson a Home Agent (HA) that knows the location of the Mobile Host (MH) at any pointin time. Packets with a MH as their destination are sent �rst to its HA which, in turn,forwards them to the MH. Mobile IP may result in great waste of bandwidth sinceeven if the destination MH is close to the source, all the packets have to go throughthe HA. On the other hand, mobile IP does not require the source to modify its IPkernel nor to be mobile-aware. More recently, a route optimization mechanism hasbeen proposed [118] to improve the e�ciency of mobile IP. Such route optimizationis achieved by exploiting the binding between a MH and its Care-of-Address. TheCare-of-Address of a MH is a router in the foreign network (where the MH is currentlylocated) that agrees to provide service to the mobile host. The association betweena MH and its Care-of-Address is called mobility binding or simply binding. In theearlier Mobile IP implementation, the HA intercepts all the packets addressed toa mobile host and then encapsulates and tunnels them to the Care-of-Address. Anencapsulated packet will have the address of the Care-of-Address as the IP destinationaddress and the address of the actual destination inside the IP payload. The routeoptimization extension in [118] allows the current Care-of-Address information to be



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 118passed along to the source node using special binding update and binding warningmessages. Once the source node has the information of the destination's currentCare-of-Address it will encapsulate and tunnel the packet itself, allowing the packetto go through the most cost-e�ective path toward the destination. The price paid forthis performance improvement is that the source (usually a �xed host) should becomemobile-aware.TORA belongs to the family of `link reversal' [19] algorithms and provides a nodewith information about the next hop toward a desired destination. That is, oncea route discovery is invoked, the entire network becomes a Directed Acyclic Graph(DAG) rooted at the destination. TORA is a tracking protocol where each node hasan unique height associated with each of the possible destinations. In TORA, thepackets' 
ow direction is always from a higher to a lower node (downstream links). Anode reacts to topological changes (lost of its last 'downstream' link) by increasing itsown height, leading to incoming link reversal. In TORA the e�ect of topology changesare kept local, there are no loops, and several alternate routes toward a destination areprovided. Simulation results in [78] show that for medium to high mobility networksTORA outperforms SLS (Standard Link State). On the other hand, TORA providesinformation about only the neighboring links not allowing for the computation of apath (succession of links toward a destination) metric or the identi�cation of a best-cost route. TORA overhead and memory requirements increase linearly with thenumber of nodes in the network.ZRP has been discussed in the previous chapters. A brief description follows forclarity and completeness sake. In ZRP, each node is the center of its own zone,which is composed of all its k-neighbors (nodes that are at a distance of k hops orless from it). The nodes that are exactly at a distance of k hops from the center ofa zone are called border nodes of that zone. All nodes propagate changes in theirlink states (or their distance vector) within their zone according to the IntrAzoneRouting Protocol (IARP), keeping changes local. Note that if ZRP's IARP choosesto propagate link state information (instead that distance vectors) it will be similarto the NSLS algorithm introduced in Chapter 3. When a source needs to send apacket to a destination, it �rst checks whether the destination is within its zone or



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 119not. If the destination is within the zone of the source node, the latter will forwardthe packet to the destination using the information provided by the IARP protocol.If the destination is not within the source's zone then the IntErzone Routing Protocol(IERP) is invoked. The IERP relies on a procedure called bordercast in which unicastpackets are sent to the border nodes only. A source node will bordercast a REQUESTto its border nodes. The border nodes will know (thanks to their own IARP protocol)whether the destination is within their zones. If a border node has the destinationwithin its zones, it will forward the packet to the destination. If the destination isnot within a border node's zone the border node will propagate the REQUEST toits own border nodes and so on. Some mechanisms are included to prevent loopingback or revisiting regions of the network that have already been queried. When aREQUEST reaches a destination, the succession of border nodes traversed is recordedand returned to the source node which stores it in its (IERP) routing table. If changesoccur, which left the current routes unavailable, the source has to run a new routediscovery procedure. In large mobile networks, it is highly likely that changes alongthe path will occur during a session, therefore ZRP without a route recovery procedureis not well suited for a large, highly mobile environment.At this point it should be noted that SOAP presents great similarities to anothertwo protocols: Landmark based routing [42] and LANMAR [120]. Those similarities,as well as fundamental di�erences are pointed out in the subsequent sections.5.2 Protocol OverviewSOAP is developed based on the SO algorithm presented in Section 2.4. SOAP com-prises three components: clustering, tracking, and location management algorithms.In the proposed Self-Organizing Adaptive Protocol (SOAP) each node is runninga modi�ed version of the ZRP protocol { as will be explained in the next sections{ and therefore each node is the center of its own zone. The clustering mechanism(presented in the next section) will determine that some nodes become reference nodes(RN) that will be used as `beacons' or `landmarks' for routing packets toward nodes



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 120in the reference areas (RA) around them. 1The SOAP clustering algorithm will determine the status for each node; possiblevalues are: assigned, around, free. A node is assigned if it is inside a reference area.A node is around if it was inside a reference area in the past but currently is outsidethe reference area but less that 2k hops away from that reference area's referencenode; i.e. at least one of the reference node's border nodes is a k-hop neighbor (thatis, it is k or less hops away) of the node with status around and therefore it hasup-to-date routing information about it. A node is free if it is not inside or around(see above) any reference area. Figure 5.1 shows an example of a network that at agiven point in time has organized itself into three reference node/areas. The valueof k has been set to 2. There are four nodes with around status. These nodes wereinside one reference area a while ago. There are also 5 free nodes; these are nodeswhich it is not cost-e�ective to group into a new reference area. It is also shown thatthe reference areas may be overlapping and that one node determines its referencearea not only based on distance but also taking into account the immediate past. Itshould be pointed out that although each node is the center of its own zone, thereare only three reference areas, each associated with one reference node.SOAP's tracking algorithm keeps downstream links toward every reference node.SOAP's tracking algorithm keeps a destination table in each node with the addressesof all the reference nodes. Thus, for each reference node in the network, the trackingalgorithm running in a node will mark each of this node's links as `upstream' or`downstream' with respect to the aforementioned reference nodes. In Figure 5.2 thelinks toward the reference node R are shown. The downstream links form a directedacyclic graph (DAG), with node R as the root. TORA provides a similar DAG foreach reference node.SOAP's location management algorithm keeps track of each node's status andthe reference area they belong to, if any. This information is stored in each node'slocation table, which has one entry for each possible destination in the network. 2Each entry in the location table will have the address of the reference node of the last1A reference area is the zone { set of k-neighbors { of a reference node RN .2The mechanisms to initialize and maintain the location table are discussed in section 5.5.
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f   : ‘Free’ Node,                                             All the others :  ‘Assigned’  NodesFigure 5.1: A self-organized network with three reference areas; k is equal to 2.recorded position (reference area) of the node associated with that entry. Di�erentnodes will have di�erent values in the same location table entry, since some nodesmay have more up to date information that others. It is also assumed that when anode moves from a reference area to another, the moving node will inform its pastreference node (and only it) of its new reference node address. In this way if a packetarrives to a node that has been previously a reference node for the destination node,the reference node will forward the packet to the reference node in the next visitedarea. This procedure will continue until the packet reaches the current reference areaof the node. The previous procedure allows for the sources not to have an up-to-dateinformation on their location tables but still be able to reach their destinations. Itshould be noted that it is also possible that a node moves away from a reference areaand does not enter another reference area. In such a case the last reference node willregard itself as the last reference node visited by the destination node.If all the information is available, the proposed protocol will work as follows whenforwarding packets: when a node requires to send a packet toward a destination it
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Figure 5.2: Packet routing using SOAP when location (reference area) information isup-to-date.checks �rst if the node is within its own zone (IARP). If not it looks at its locationtable for the entry associated with the destination node. If the entry is empty, thesource executes the IERP of ZRP, bordercasting a REQUEST through the network. Ifthe location table entry is not empty, the source node sets the D ENCAPSULATION
ag on and encapsulates the packet putting the reference node address (Care-Of-Address) as the destination address and putting the actual destination address insidethe IP payload (mobile IP). Also, the source puts its own reference node address asthe IP source address and puts its actual address in the IP payload. This way thedestination node (and all the nodes along the way) may update their location tableentries, making it simple to return packets to the source node. The source node thensends the packet through the network using one of its downstream links associatedwith the destination address (as in the TORA protocol).Each intermediate node in the network will look at the set D ENCAPSULATION
ag and will recover the actual destination address from the payload. If the desti-nation is within the intermediate node's zone then the latter will forward the packetdirectly to the destination, but without decapsulating it. If the destination packetis not within the intermediate node's zone it will forward the packet through one of



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 123its downstream links associated with the Care-of-Address (TORA protocol). If theCare-of-Address is not a reference node, it must be within the intermediate node zone(as is the case for the around nodes, as explained later); in such cases the intermediatenode forwards the packet in the direction of the Care-of-Address as if it were usingIARP.When a reference node receives the packet, it recovers the destination address andchecks if the node is within its zone. If the node is, then it decapsulates the packet, setthe D ENCAPSULATION 
ag o� and forwards the packet directly to the destination.If the destination node is not within the reference node's zone it checks if the node isreachable (status around, i.e., less than 2k-hops away). If the packet is reachable itre-encapsulates the packet putting as Care-of-Address the border node that is closerto the destination node (note that in this case the Care-of-Address is not a referencenode). If the destination node is not around the reference node, the latter will lookat its location table and will forward the packet to the reference node pointed toin the location table, putting the new reference node address as the care-of-addressand forwarding the packet to one downstream link. If the reference node pointedin location table is this node itself, this node (reference node) will assume that thedestination node is \unreachable" and will send a packet to the source node whichwill update its location table and will bordercast a REQUEST for the destinationnode.Once the packet is received by the destination node, it will recover the source'sreference node's address and put it in its location table. The destination node will usethe new reference node address as Care-of-Address for any subsequent packet sent tothe source node. Also any subsequent packet sent by the destination to the source willhave the current destination's reference node's address and therefore the source mayupdate its location table (Route Optimization procedure). Therefore, after the initialpackets have been interchanged both source and destination will have knowledge ofthe most up to date location information of each other.Figure 5.2 shows an example of the path followed by a packet when up-to-datelocation information is available (the middle of a session). The source node (S)sends the packet in the direction of reference node R. As the packet reaches an



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 124intermediate node I with knowledge of routes toward the actual destination (nodeD), it re-direct the packet to D. For this case, it may be noted a high degree ofsimilarity between SOAP and a 2-level Landmark Routing [42] scheme. Referencenodes will be equivalent to global (level 1) Landmark nodes, and every destinationwill be regarded as level 0 Landmark. Besides these similarities there are fundamentaldi�erences between SOAP and Landmark routing, the more important being thatLandmark was designed for static networks and makes no attempt to extract/learnthe network nodes mobility pattern. In addition, Landmark mandates the use ofdistance vector for keeping track of level 0 Landmarks. SOAP however, requiresextended link-state information (as will be seen later) not only for reaching level 0Landmark nodes, but also in determining the best candidates for reference nodes.Further details presented in the remainder of this chapter will make some others,more-subtle di�erences evident.Figure 5.3 shows the path followed by a packet in a case in which the locationinformation is out-of-date. The packet will visit the past destination's reference nodesuntil reaching the current reference area. This long path is expected to be used only atthe beginning of a session, since the destination node may include its current locationinformation in any packet (e.g. acknowledgments) it sends back to the source, allowingsubsequent packets to follow a more direct path.From the above discussion, it may be seen that a bordercast is no longer necessaryfor the assigned and around nodes, therefore signi�cantly reducing the number ofbordercasts in the network.It should also be pointed out that during normal communication, a packet ad-dressed to an assigned node does not necessarily have to go through the destination'sreference node, but any node in the destination zone may forward it. Since it isexpected that the majority of the nodes in the network will have status assigned itcan be said that the proposed protocol attempts to distribute the load within thenetwork. However, it should be noted that packets addressed to around nodes aremore likely to pass through the destination's reference node; and also packets withoutdated Care-of-Address will require to pass through a sequence of reference nodesbefore reaching destination. These two operations will result in an increase in the
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S :  Source Node,                            D  :  Destination Node,            R  : Reference NodeFigure 5.3: Packet routing using SOAP when location (reference area) information isout-of-date.tra�c going through the reference node's links somehow creating an unfair tra�cload (burden) on the reference nodes. Nevertheless, this e�ect may be reduced (oreliminated) if non-reference nodes forwarding packets to assigned nodes within theirzones (the most of the cases) are instructed to choose paths that avoid interferingwith reference node's links, whenever possible. In this way, the reference nodes are`relieved' of some tra�c burden and the network maintains some good balance.The three elements of SOAP are described in the next sections. The clusteringalgorithm is discussed in Section 5.3, the tracking algorithm is presented in Section 5.4,and the location management procedure is explained in Section 5.5. The protocoldescription is presented in Section 5.6 and performance expectations are discussedin Section 5.7. Some applications and modi�cations for particular situations arediscussed in Section 5.8, and �nally some conclusion and new research directions aretreated in Section 5.9.



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 1265.3 ClusteringThe Clustering algorithm is responsible for choosing the reference nodes and for as-signing to every node some of the following values fassigned, around, freeg withrespect to a reference node. A node is assigned if it is inside a reference node's zone,i.e. it belongs to a reference area. A node is around a reference node if it was assignedto the reference node but now it is outside the reference area but less than 2k hopsaway, so that at least one of the reference node's border node is inside the node'szone. A node is free if it is not associated with any reference node, probably becauseit is not worthy tracking this node location. In Figure 5.1 an example of a clusteringis shown.As an initial point for this discussion let's consider a network that is running theZRP protocol. From the discussion above (Section 5.2), it is clear that there is abene�t in grouping all the nodes assigned with a reference node in a reference area,mainly because the number of bordercasts needed is signi�cantly reduced with respectto ZRP since bordercasts are needed to reach free nodes only. The objective of theclustering algorithm is to choose the nodes which are the best candidates for beinga reference node in the sense that they maximize a 'Gain' metric. This Gain willbe compared with a Cost metric (extra bandwidth overhead with respect to ZRP) ofmaintaining a reference area.In the following subsections the Gain and Cost functions are presented togetherwith an heuristic for (suboptimal) clustering of the network.5.3.1 The Gain FunctionThe gain function of a node A at time t and at level L was de�ned in Subsection 2.4.3as (equation 2.1, being reproduced here for clarity) :GL(A; t) = Xi2V (A;t)Si(A; t; L)Ri(t; L)Where Si(A; t; L) is the estimated percentage of the next L seconds that node iwill stay inside node A's zone, i.e. within a radius of k from A. Ri(t) is the total



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 127expected number of new sessions over the next L seconds, and V (A; t) is the set freeor around nodes that are in node A's zone (i.e. k or less hops away).Subsection 2.4.3 presented a rationale for the choice of estimator of Si(A; t; L).Following the same rationale and trading o� the estimation quality and implementa-tion complexity, the estimator of Si(A; t; L) was chosen to be :Ŝi(A; t) = (1� �) 1Xj=0 � j Asso(A; i; t) (5.1)Where the L index was dropped. Asso(A; i; t) is a function representing the instantassociation between nodes A and i at time t, and 0 < � < 1 is the forgetting factor.The forgetting factor determines the extend of the `memory' of the estimator. Largervalues of � will imply long memory and therefore slower reaction to instantaneousvariations. Smaller values of � will reduce the memory length and result in a fasterreaction to changes.It should be noted that although t represents time, in equation 5.1 it has a di�erentinterpretation. Since Ŝi(A; t) is computed periodically, t only takes discrete valuesand can be though of a time index. Thus, Ŝi(A; t) can be easily computed by meansof the following recursion:Ŝi(A; t+ 1) = � Ŝi(A; t) + (1� �)Asso(A; i; t+ 1) (5.2)Implementing equation 5.2 (initialized to Ŝi(A; 0) = 0 ) has a much lower com-putational cost than implementing equation 5.1. It limits to (for each node in thenetwork) to keep the past value of Ŝi(A; t) and the current value of Asso(A; i; t+ 1).Thus, we can drop the time argument and from now on refer to Ŝi(A) and Asso(A; i).The association function Asso(A; i) is chosen to be a function of the distancebetween nodes A and i (d(A; i)). If node i is not reachable using node A's topologytable entries it is assumed that d(A; i) =1. this distance is in�nite. Thus, an obviouschoice for Asso(A; i) is:Asso(A; i) = 8<: 1 if d(A; i) � k0 otherwise (5.3)



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 128However, to add some 
exibility, two di�erent association functions (Asso1(A; i)and Asso2(A; i) ) are considered:Asso1(A; i) = 8<: bonus if d(A; i) � k�penalty otherwiseAsso2(A; i) = 8>>><>>>: [k � d(A; i)] bonus if d(A; i) � k�[d(A; i)� k] bonus if k < d(A; i) � 2k�penalty otherwiseWhere bonus and penalty are protocol parameters. Equation 5.4 is a straight-forward generalization of equation 5.3, that tries to penalize nodes that temporarilyleave the reference node's zone. Equation 5.4 is a more elaborate scheme where thenodes closer to the reference node (candidate) are assumed to have a higher asso-ciation with it. Also, nodes that are at a distance more than k but less than 2khops from the candidate for reference node will see its penalty increase linearly withdistance. Nodes that are more than 2k hops away will be regarded unreachable andthey will be given the maximum penalty. Note that care should be taken so thatŜi(A; t) should ever e negative. So, if at the current iteration Ŝi(A; t) is less than zeroaccording to equation 5.2, then this value should be overwritten to 0.Finally, for the Ri(t; L) estimation, feedback from the upper layer should be em-ployed. In our current implementation (simulations) we will use two modes: tra�cfeedback disabled (R̂i(t; L) = 1 always); and tra�c feedback enabled (R̂i(t; L) = 1 ifi is the destination of a tra�c stream, and 0 otherwise). In real life scenarios, thevalue of R̂i(t; L) should be provided by a higher layer tra�c estimator.5.3.2 Cost FunctionThe rationale for the choosing of the SO algorithm cost function has been discussedin Subsection 2.4.4.In the current implementation of SOAP, the cost function is not adaptive, but itis input at the beginning of the simulation.



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 1295.3.3 Reference Area FormationA reference area should be created only when it is worthy. In the case of a potentialreference node A, if there were not a reference area centered in A then the initialpackets of a session sent to A (or any node inside node A's zone) should be routedusing ZRP (bordercasted). The gain of not bordercasting has to be compared withthe cost associated with the creation of a reference zone in order to determine ifit is worthy to create the reference zone. Therefore, the cost function de�ned inSubsections 2.4.4 and 5.3.2) is a threshold against which the gain of the better suitedcandidate to become a reference node (de�ned in Subsections 2.4.3 and 5.3.1) has tobe compared.ZRP considers that each node informs its k-neighbors when a change in link stateoccurs. SOAP considers that a node i sends extra information to its k-neighbors alongwith the ZRP's information. The information is sent after a change in link status orafter a timer expires (similar to ZRP and NSLS). The extra �elds are:� status ; R̂i(t) ; GL(i; t) ; RFp ; RF1 ; : : : RFn �Where status has three possible values : free, around, assigned . R̂i(t) and GL(i; t)were introduced before. RFp is the reference node to which node i is assigned (if any)and RF1; : : : ; RFn are , in order of distance, all the other reference nodes in whosearea node i belongs as well (are node i's k-neighbors).Additionally, a node has to send at least one update packet every T seconds.Therefore, if for the last T seconds there have not been any link status change thenode will have to send an update packet. The value of T should be chosen so thatthe updates triggered by this time out are infrequent. Therefore T should be chosento be greater than the mean failure time of a link. In a highly dynamic environmentwhere the changes in link status happen frequently and for moderate values of T ,most updates will be triggered by link status changes.Node A uses the information presented above to constantly update its gainGL(A; t)considering only the non-assigned nodes (i.e. with status free or around) in equa-tion (2.1). If GL(A; t) is not greater than the gain of all the other non-assigned nodes



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 130inside its zone, then no further action is taken. If GL(A; t) is greater than the gainsof all node A's non-assigned k-neighbors, then node A is a candidate to be a referencenode. In the case that two or more nodes have the same gain, the node with (forinstance) the higher address will be the candidate to be a reference node.If node A is a candidate to be a reference node then it compares its gain G(A) tothe cost threshold presented in subsection 5.3.2. If the gain is greater, then node Abecomes a reference node and sends a broadcast packet all over the network. There isa �eld in the broadcasted packet that contains the cumulative height with respect tothe reference node and that is initialized to the current time plus zero, according tothe TORA protocol. Node A also includes additional information in this broadcastas will be explained later.When a node receives the broadcast of A it reads the cumulative height andincreases it by one. If this height is lower than its last value (initially in NULL, andnon-NULL only after the �rst reception of the broadcast packet) the node updates itsheight associated with the reference node and forwards the packets to their neighbors.After all the nodes in the network have received the broadcast from node A they allhave at least one downstream link toward node A and the entire network is a directedacyclic graph (DAG) rooted at A.After the DAG has been formed, the network will continue tracking node A usingthe route maintenance mechanism of TORA. The main di�erence with the currentTORA implementation is that routes that have been deleted (because of networkpartitions) are being reestablished as soon as the connectivity is recovered. The linksare going to be de�nitely erased (change to undirected state) only when node Abroadcasts another packet telling that it is no longer a reference node, as explainedbelow.All the nodes within the zone of A change their status to assigned and record Aas their reference node.It should be noted that there is at least one node { the one with the globalmaximum gain { which has the maximum gain among its neighbors. Therefore, ifthe threshold (cost) is su�ciently low (favoring the creation of reference areas) thenat least one reference area is created and the nodes within this area change their



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 131status to assigned. Therefore, the set of non-assigned nodes is reduced and a di�erentnode has the new (smaller) global maximum gain. The latter node becomes a newreference node and so on; the procedure continues until a large portion of the networkis grouped in reference areas. The number of nodes left free depends of the value ofthe threshold.It should also be noted that a node is not selected to be a reference node unlessit is willing. If a node does not send the broadcast packet announcing itself as areference node, then it will not become a reference node even if its gain is greaterthat its k-neighbors'. Such a node should put a value of zero instead of its actualgain in their next transmission.The resulting set of reference areas would represent the structure (hierarchy) ofthe network at a particular moment in time. After this initial setup, reference areasmay split or may combine and new reference areas may appear. Every time a nodehas a gain greater than its neighbor's and also greater than its threshold and it iswilling, it will become a reference node. Therefore, it may be interpreted that everytime a large set of nodes is left outside the existing reference areas these nodes willtend to form a new reference area.5.3.4 Reference Area DeletionAll the possible changes in reference areas : creation, splitting, combination, anddeletion are the result of two basic procedures, namely creation and deletion. Thealgorithm employed to create a new reference area has already been explained and isrunning permanently at each node. In this subsection the algorithm used to deleteexisting reference area is explained.The deletion algorithm is based in the computation of what is called the minimalgain. The minimal gain of the reference node A is the gain of A computed consideringonly the nodes within the zone of A that are not within the zone of any other referencenode. We can see the minimal gain as the actual contribution of node A since theother nodes could be taken care of by the other reference nodes.For a reference node A to disappear two conditions have to be met : the minimal



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 132gain of node A has to be lower than the minimal gain of all its neighboring referencenodes3 and theminimal gain has to be lower than the value threshold del. A high valueof threshold del will result in frequent reference area deletion/creation and increasebandwidth overhead. Thus, threshold del should be set to be a small fraction of thecost function discussed in subsection 5.3.2 but taking into consideration that a valueso small that results in infrequent changes in reference area topology may reduce thealgorithm ability to adapt (quickly) to varying network conditions.In order to guarantee that the two conditions are met, a reference node that detectsthat its minimal gain is lower than threshold del sends a packet to every neighboringreference node informing them that it is going to be deleted. The node will be deletedonly after all the neighboring reference nodes acknowledge its packet and agree withit. A neighboring reference node that receives a message from a reference node that isgoing to be deleted compares that node's minimal gain to its own and acknowledgesagreeing only if its minimal gain is greater. In such a case (reference node is goingto be deleted), the neighboring reference node attaches to the message its currentgain along with a list with its distance in hops to the nodes it wishes to take care of(including any node with status around).Before deleting itself, the reference node decides (based on the distance) whichwill be the new reference node (if any) for each of its assigned or around nodes. Incase there is no node willing to take care of a particular node, that node will changeits status to free. After that, it sends a broadcast message to the entire networkincluding a list of its previously associated nodes with their new reference node'saddresses. The links toward the deleting node are changed to undirected and thenodes previously associated with the deleted node record the identity of their newreference node (from the broadcast).3Two reference nodes are said to be neighbors if there is at least one other node that is withinthe zone (i.e. k hops away) of both reference nodes. Reference node A knows all its neighboringreference nodes based on the information being sent by all its k-neighbors as explained in previoussubsection.



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 1335.3.5 Hando�Node i originally assigned to reference node A is said to have executed a hando�from reference node A to reference node B if node i decides to have node B as its newreference node.When a node i originally in node A's reference area moves more than k hopsaway (outside node's A reference area) it changes its status to around, but it is stillassociated to node A. It will remain associated with node A as long as its distancein hops is less than 2k, that is, at least one node inside node A reference area isinside node's i area. If the distances in hops between nodes A and i is equal to orexceeds 2k then node i status become free until it is associated with (less than k-hopsaway from) another reference node. In the latter case, node i will change its statusto assigned again and will have to notify node A of its new reference area as requiredby the location management mechanism explained in the next section.Nodes in around status have to send a packet to their associated reference node {in addition to their k-level broadcast (as required by the ZRP protocol) { indicatingtheir closest k-neighbor that is inside its associated reference node area (i.e. a bordernode of the reference area). Based on this information, the reference node will alwaysbe able to forward packets to the around nodes.If at any moment a node that has status around detects that it is within anotherreference node zone (i.e. less than k-hops away) and that the distance to its previousassociated reference node is greater than the distance to the new reference node plusextra hops then this node decides to execute a hando� to the new reference area. Thenode will change its status to assigned and will inform its previous reference node ofits new reference area as required by the location management mechanism explainedin the next section. The value of extra hops is initially set to 2, and is intended toprovide with some `capture' e�ect to prevent a (border) node from being constantlyoscillating between neighboring reference areas. Also, no assigned node executes ahando� even if the distance to another reference node is smaller than its distanceto its current reference node. Thus the overhead caused by unnecessary hando�s isreduced.



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 1345.4 Tracking AlgorithmSOAP will employ a tracking algorithm based on the TORA protocol. Section 5.6discusses the di�erences between SOAP's tracking and TORA. Mainly the fact that inSOAP downstream links toward each reference node are constructed upon receptionof the �rst bordercast sent by a newly formed reference node, and it is constantlyupdated (refreshed) upon reception of such updates.The main reason by choosing TORA for SOAP's tracking mechanism was TORA'sability to handle highly mobile scenarios and its ability to recover from partitions.However, a variant of Distance Vector could also have been chosen. It is not clearwhich one is the best alternative, and most likely each will be a better alternativeunder di�erent scenarios. Finally, geographical based routing could also be chosen asSOAP tracking mechanism. This possibility may be explored in the future.5.5 Location ManagementThe objective of the location management algorithm is to provide each intermediatenode with the last known reference node a destination is (was) associated with, ifany. To this end, the location management algorithm running at each node keeps atable, referred to as location table, associating any possible destinations with its lastknown reference node (if any).The location management algorithm functionality may be split into 2 procedures:initialization and maintenance.5.5.1 InitializationEach node has a location table with as many entries as known destinations. Eachdestination has initially associated the value NULL meaning that no information isavailable about the location of that destination.When a new reference area is formed the new reference node sends a broadcastall over the network. In this broadcast the reference node indicates the nodes thatbelong to its reference area. All the nodes receiving this broadcast will update their



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 135location tables putting the new reference node address as the current location of thenodes mentioned in the broadcasted packet.For example, if node A decides to be a reference node for the nodes B,C,D, andE then node A will send a broadcast packet indicating that nodes A,B,C,D, and Ebelong to its reference area. If node i receives this broadcast, node i will update thelocation table entries of nodes A,B,C,D, and E with the address of node A.After several reference areas have been formed, a number of entries of the locationtables of the network nodes will be �lled. NULL entries will still be present in thelocation tables corresponding to free nodes.5.5.2 MaintenanceThere are the following maintenance procedures:� When a node changes its reference node (hando�) it will inform the previousreference node - only - of its new location (reference node). The previous refer-ence node will update the corresponding location table entry and this node willserve as a pointer toward this destination.� In any packet sent, the source IP address will correspond to the current referencearea (if any) and the actual source node address will be in the payload. A nodethat receives the packet will extract the source node's reference area informationand will update its location table accordingly.� After a number M of hando�s a node will send a new broadcast informing allthe nodes on the network of its current position. The optimal value of M willdepend on the network conditions and will be speci�ed later. A small value ofM will imply too many updates being propagated (bandwidth waste) and a toolarge a value of M may result in out-of-date information producing ine�cientinitial source-destination paths congesting the areas close to the reference nodesand degrading the network performance.� When a reference node is deleted it sends a broadcast informing the network notonly of its deletion but the new reference areas of the nodes previously inside



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 136its reference area.5.6 Protocol DescriptionThe proposed SOAP protocol uses a combination of the mechanisms of the MobileIP, TORA, and ZRP protocols. SOAP recognizes and uses the REQUEST, REPLY,and FAILURE packets of the ZRP protocol and the QRY (query), UPD (update) andCLR (clear) packets of TORA. Also a binding update packet is used to update thenodes' current location when needed. Instead of explaining all the details containedin these protocols, only the di�erences with the proposed protocol are presented.Major di�erences between related functionalities in SOAP and Mobile IP� The binding database in Mobile IP is replaced by the location table in SOAP.� Every node in the network has a location table, as opposed to only the HomeAgent being equipped with the binding database in Mobile IP.� In SOAP it is assumed that every packet has a D ENCAPSULATION and aS ENCAPSULATION bit 
ags. The D ENCAPSULATION (S ENCAPSULATION)
ag is set on if the destination (source) IP address is not the actual address butthe address of one reference node. The actual destination (source) address isinside the payload.� In SOAP, when a node receives a FAILURE packet, it sets the location tableentry of the destination referred to by the FAILURE packet to NULL. FAILUREpackets were previously used only by the ZRP protocol.Major di�erences between related functionalities in SOAP and TORAIn SOAP only the reference nodes are TORA destinations so that the two termsare used equivalently (reference nodes and TORA destinations). The nodes keepa table of the current destinations (destination table). When a new physical linkis established, the new neighboring nodes exchange among other information theirheight with respect to the current destinations, therefore assigning a value (upstream



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 137or downstream) to the physical link. The following modi�cations to TORA need tobe employed, to account for TORA's role in SOAP.� In TORA the routes toward a destination are generated after a query fromthe source (source initiated - on demand) while in the present protocol theinitial routes toward a destination (reference node) will be constructed basedon the broadcast sent by the reference node at the time of the reference area'screation. When a node �rst receives the mentioned broadcast it records theoriginal sender's address and the time the reference area was created in itsdestination table. It will set its height to the value retrieved from the broadcastmessage. Finally, the receiver node increases by one the height �eld received inthe broadcast packet and resends it. If the node receives the same broadcastagain no action is taken unless the height is lower than the one recorded. Insuch case, the node proceeds as before updating the height and resending thebroadcast. It is clear that the route creation is less costly in SOAP than in theoriginal TORA.� When a new node enters the network it will receive { from its neighbors { theinformation about their height with respect to the current reference nodes. Thisway the new node will be informed of the reference nodes in the network andwill set its height (for each reference node) slightly higher than the highest ofits neighbors.� Similarly, when a node that has its height toward a destination with the valueNULL (possible after a network partition) establishes connectivity with a nodethat has a non-null height it will set its height slightly higher than its neighbor's.This means that the network will try to continue tracking a reference node assoon as some connectivity is reestablished following a network partition.� The nodes stop tracking a destination only if the destination ceases to be areference node. The broadcast packet sent by the deleted reference node servesas the CLR (clear) packet in the original TORA protocol. Not only the linksare set to undirected (changing their height to NULL) but the reference node



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 138is removed from the list of destinations; that is, there is no height associatedto that destination and the nodes stop broadcasting information related to thisdestination when new physical links are established. The time the referencenode was deleted is recorded.� When network partitions occur it may be possible that di�erent nodes havedi�erent destination tables. When two nodes realize they have di�erent desti-nation tables they send each other their last recorded creation/deletion time.The more recent event takes precedence. The nodes update their destinationtables and heights and propagate the information to their neighbors as neces-sary.� TORA does not have a mechanism to choose best-cost routes. In SOAP agreedy approach is taken. In SOAP, when a node needs to forward a packet toa destination it will choose the lowest cost link among its downstream links. Inthis context, the cost of a link is equal to the number of nodes that shared thelink over the (current) available bandwidth of the link (the same cost functionpresented in [99]).� In SOAP, if a node has to forward a packet to a reference node that is un-reachable (maybe because of a network partition) then the node has to send aFAILURE packet to the source node of that packet. TORA does not providesuch a mechanism.� Infrequent updates (broadcasts) need to be considered to compensate for routedegradation over time. The original version of TORA leaves the possibility openbut does not require it or specify any procedure.Major di�erences between related functionalities in SOAP and ZRP� The amount of information that a node has to send to its k-neighbors is largerin SOAP than in ZRP. The new �elds were introduced in subsection 5.3.3.These �elds provide the nodes with the information necessary to decide to cre-ate/delete reference areas.



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 139� In SOAP, the nodes send updates not only when there is a change in theirconnectivity but also after a period of T seconds. T should be chosen in order toprovide for infrequent updates which do not lead to an excessive tra�c burden.� IN SOAP, nodes whose status is around have to send the updates not only totheir k-neighbors but also to their reference node.� In SOAP, when a node receives a FAILURE packet, it sets the location tableentry associated to the destination to NULL.� In SOAP, when forwarding packets using IARP the nodes will try to avoidpaths that interfere with a reference node's links. ZRP does not consider sucha mechanism.With the modi�cations outlined above to Mobile IP, TORA, and ZRP, the follow-ing actions have to be executed by the nodes involved in the routing of a packet sentby node i to node j in order to induce the protocol behavior presented in Section 5.2.5.6.1 Node i (Source Node)� If node j is within node i's zone then the latter forwards the packet usingIARP-ZRP (no encapsulation is necessary and the D ENCAPSULATION andS ENCAPSULATION 
ags are set OFF).� If node j is not within node i's zone, node i looks at its location table for thenode j's reference node address (if any) :{ If an entry is found. Let node A be the recorded reference node for node j.Node i encapsulates the packet putting node A's address as the IP destina-tion address and its own reference node's address (if any) as the IP sourceaddress. Inside the payload node i will put node j and its own (node i) ad-dresses. The D ENCAPSULATION and S ENCAPSULATION 
ags areset ON. If node i does not have a reference node, the S ENCAPSULATION
ag is set OFF and the source IP address will be equal to node i address.



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 140The packet will be forwarded across the network using the `downstream'links established by the TORA algorithm.{ If no entry is found. Node i uses the IERP-ZRP protocol. It looks atits IERP table for the route toward node j and sends the packet to thenext border node in that route. The destination IP address is equal tonode j address and the D ENCAPSULATION 
ag is set OFF. Also, theS ENCAPSULATION 
ag and the source IP address �eld will be set de-pending on whether or not node i has a reference node as in the previouscase. If there is no known route toward node j, node i bordercasts a RE-QUEST. The rest of the (border) nodes receiving a REQUEST react tothe REQUEST as speci�ed in the ZRP protocol.5.6.2 Node k, (Intermediate Node)If an intermediate node receives a REQUEST packet, it will react as speci�ed in theZRP protocol. Therefore, only the case where a data packet is received is consideredhere.When node k receives a data packet (i.e. a packet that is not a REQUEST),it reads the S ENCAPSULATION 
ag and updates its location table entry corre-sponding to the source node. Also, the node reads the D ENCAPSULATION 
agand recovers the destination address. Node k compares the destination address toits own. If they are equal it is implied that node k is the destination, therefore itexecutes the procedure explained in subsection 5.6.3. If node k is not the destinationnode, it checks the D ENCAPSULATION 
ag again.� If the D ENCAPSULATION 
ag is OFF, the node tries to forward the packetusing the IARP-ZRP protocol. If this is not possible the node sends a FAILUREpacket to the source node.� If the D ENCAPSULATION 
ag is ON, the intermediate node recovers theactual destination address (node j in the previous example) and the presumed(maybe out-of-date) reference node's address.



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 141{ If node j is within the intermediate node's zone. The intermediate nodeforwards the packet directly to node j, using the IARP of ZRP { eitherLink State (LS) or Distance Vector (DV) algorithm { and bypassing thereference node if possible. The packet is still D ENCAPSULATED.{ If node j is not within the intermediate node's zone. Node k compares thepresumed reference node's address (IP destination address in the packet)with its own address.� If they are di�erent, node k forwards the packet D ENCAPSULATEDalong its less costly `downstream' link.� If they are the same. Node k is the presumed reference node. If node kis not a reference node then it sends a FAILURE packet to the source.The other possibility is that node k is a reference node but node jis not within its zone. It may be because the source location table isout-of-date or because the node j is around. Node k checks its locationtable for node j's reference node address looking for a more up-to-datereference node information and the node status.� If a more up-to-date reference area is found, node k forwardsthe packet to the new reference node D ENCAPSULATED usingTORA.� If node k does not have a more up-to-date reference node and nodej status is assigned : An error occurred. Node k sends a FAILUREpacket to the source.� If node k does not have a more up-to-date reference node andnode j status is around. Node k knows which border node iscloser to node j. Node k sends the packet to node j using ZRP.The D ENCAPSULATED 
ag is OFF and the accumulated routetoward j consists of only two terms : the border node closer tonode j, and node j itself.� If node k does not have a more up-to-date reference node andnode j status is free. Node k generates and sends a limited-depth



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 142bordercast (D ENCAPSULATED OFF) trying to reach node j'scurrent position. After receiving the location update or after atimer expires, node k sends a packet to node i updating node j'slocation table entry to the new found reference node address (ifany), or to NULL (a FAILURE packet). Node i will use the newreference area (or NULL) value for successive packets.� If node k does not have a more up-to-date reference node and nodej status is assigned : An error occurred. Node k sends a FAILUREpacket to the source.5.6.3 Node j (Destination Node)When the destination (node j) receives the packet it updates its location table withnode i's reference node address (if any), removes the overhead and passes the data tothe upper layers.5.7 Performance ResultsGiven the common scenario in which a node's mobility follows group patterns (i.e.group mobility), proper choice of the reference area will dramatically improve per-formance. This has recently been shown/con�rmed by the results obtained by theLANMAR protocol [120]. In [120], it is shown that even for moderate size networks(100 nodes) Landmark based routing outperforms AODV, DSR, and FSR by over100% with respect to throughput under high mobility and tra�c loading.LANMAR is an extension of the original work in Landmark Routing [42] to mobilescenarios. LANMAR presents certain similarities with SOAP and was published inthe time between SOAP's initial development and publication [121, 122] and the timeof the preparation of this dissertation 4. LANMAR is similar to SOAP in that bothtry to exploit group mobility, with similarities in the tracking of destinations (level0 landmarks) by means of link state information dissemination. However, SOAP4Thus, SOAP was developed independently and published prior to LANMAR.



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 143uses NSLS (or, equivalently ZRP's IARP with link state updates) as the underlininglimited information dissemination mechanism, LANMAR uses FSR. Furthermore,SOAP uses TORA to track reference nodes (global landmark nodes in LANMARterminology), LANMAR utilizes distance vector routing. At this point, it not clearwhich choice is the best (TORA versus distance vector), and it is likely that theanswer depends on the particular scenario.There is, however, a fundamental di�erence between LANMAR and SOAP. InLANMAR, the landmark nodes (reference nodes) are pre-assigned. LANMAR as-sumes the mobility pattern (i.e. the group mobility) is known beforehand. SOAP,on the other hand, is an adaptive algorithm that represents an instantiation of theself-organizing (SO) algorithm, which is a fundamental part of the multi-mode rout-ing framework introduced Chapter 2. SOAP uses the algorithm presented in sec-tion 5.3 to determine the best candidates to reference nodes, and in doing so it triesto learn/extract the network structure and use it for e�ective routing. SOAP un-derstands the network structure to be de�ned not only for topology and mobilitypatterns (e.g. group mobility, or other mobility pattern) but also by the tra�c pat-terns, as re
ected in the gain computations. This is a signi�cantly better approachthan that of LANMAR. In the worst case when there is little or no group mobility,or the pattern is not extracted accurately, SOAP can perform as well as LANMAR.However, it is clear based on the design alone, that with high probability SOAP willsigni�cantly outperform LANMAR.Thus, under group mobility scenario SOAP will work well. Similarly, SOAP canexploit non-uniform tra�c distributions to improve its performance relative to LAN-MAR. However, the most crucial observation is that SOAP is not limited to a pre-de�ned scenario. SOAP is designed to adapt, hence, it will be e�ective under a widerange of scenarios. For example, if only some nodes that are close by are tra�c des-tinations, SOAP may choose to create only one reference area that includes all thetra�c destinations. Thus, only one reference node will be tracked, optimizing perfor-mance. Other protocols lack this adaptation capability. LANMAR, for example, willstill track each of the pre-assigned group leaders.



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 144Finally, from a conceptual point of view, SOAP may be considered to be a sim-pli�ed implementation of a multi-mode routing protocol by itself|built according tothe framework proposed in Chapter 2. The limited information dissemination mod-ule consists of SOAP's link state propagation algorithm based on ZRP's IARP, thatcorresponds to the NSLS algorithm presented in Chapter 3. The clustering, tracking,and location managementmodules constitute a simpli�ed version of the self-organizingmodule. And �nally, the higher level protocol decisions to either send the packet alonga downstream link toward a reference node, use routes computed using the topologydatabase (built with link state updates), or generate a route discovery query basedon ZRP's IERP's bordercast procedure constitute a reduced set of the decisions thata multi-mode routing engine module has to make. Thus, conceptually and in itsperformance SOAP is substantially di�erent from, and will outperform LANMAR.Even though SOAP's strength comes from its adaptation to di�erent scenarios, itis also of interest to asses SOAP performance under a particular one. In this sectionwe explore the performance of SOAP under group mobility, mainly because groupmobility scenarios are highly likely patterns in human communication and mobility.Furthermore, keeping the previous discussion in mind, this approach allows the resultsto build upon recent performance results for LANMAR.LANMAR results [120] showed that using landmarks (reference nodes) to `summa-rize' routes to several destinations signi�cantly improves the routing protocol perfor-mance in presence of group mobility if the mobility leaders were known beforehand.This can be taken as a forgone conclusion|or as our starting point. In practicalsituations we may not know the identity of the group leaders) or even may want toadapt to time varying patterns), so we wonder whether the performance improve-ments promised by LANMAR can be achieved even if no a priori information aboutthe group leaders is available. It is obvious that if LANMAR is not fed with proper in-foramtion about the group leaders, it will not be able to deliver his positive performaceresults. But, if SOAP is employed, mobility information can be learnt (estimated) on-the-
y by using the algorithm presented in this chapter. The important questions arehow much performance degradation is experienced when the mobility leader's informa-tion is not supplied but estimated on-the-
y?, and what is the additional performance
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Figure 5.4: Throughput obtained by several SOAP's variants running in a 100 nodenetwork under di�erent speeds.improvement that can be achieved by considering the tra�c patterns in addition tothe mobility pattern?.To analyze these questions both SOAP and a modi�ed version of SOAP wereimplemented in the OPNET simulator. The modi�cation was made such that theadvertised gain function was not computed on-the-
y based on the estimators de�nedin Subsection 5.3.1, but was input as a �xed parameter for each node.Figure 5.4 shows the results obtained for network throughput in a 100 node net-work subject to di�ering node velocity. The simulation testbed was identical to theone used in the previous chapters (simulation tool was OPNET, MAC and radio mod-els were the same as before, etc.). The main di�erence is that the mobility pattern isno longer random but nodes move in groups. Each group consists of 20 nodes, hence,there are 5 groups.MoI (Mobility only, Ideal) refers to the SOAP variation in which the nodes' gain



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 146functions are input as parameters, and the larger values of gain are assigned to themobility leaders, forcing them to be the reference nodes (emulating LANMAR be-havior). Since this is the best performance that a mobility-learning algorithm couldachieve it models the ideal case, although it does not mean that this performance (orbetter) can not be achieved by an adaptive algorithm (if reference node selection ise�ective) or even surpassed (if tra�c requirements are also taken into account).MoC (Mobility only, Computed) models the best SOAP results under the tra�cfeedback disabled mode, that is, R̂i(t; L) = 1 for every i. Since there are 2 choicesfor the association function Asso(A; i), only the best performance is reported. MoCis choosing the referene nodes based on mobility patterns only. The results showthat SOAP successfully learn mobility information and delivers similar results asLANMAR without knowing the identity of the group leaders beforehand. We can seethat even in one case (8 m/s) MoC outperforms MoI. This may seem counterintuitive,but it is explained by the fact that the nodes move randomly around the group leader,who is expected to be the `center of gravity' of the group and therefore the bestcandidate to be reference node. MoI uses this knowledge of the expected behaviorof the nodes for selecting the reference nodes. MoC, in the other hand, computeseach node's gain based on the actual node movements, and chooses the node that isactually at the center of the group during the simulation lifespan. Thus, sometimesthere are nodes that are better choices of reference node than the group leaders for amoderate amount of time. In the other hand, nodes chosen by MoC to be referencenodes may become less representative of the group as time elapses, forcing MoC toreselect the reference node. The simulation results for 8 m/s shows that for the 900seconds of simulation time, there were nodes more representative of the group thanthe (prede�ned) group leaders.MTC (Mobility and Tra�c, Computed) models the best SOAP results under thetra�c feedback enabledmode, that is, R̂i(t; L) = 1 if i is a destination and 0 elsewhere.Once again, only the result obtained under the best performing association functionAsso(A; i) is reported. This result shows that by considering the tra�c patterns therouting protocol performance can be improved. We expect the amount of improve-ment to increase even more for larger networks. Note that MTC's performance is



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 147an upper bound to the performance that may be obtained by considering the tra�cpattern, since it is assumed to be a perfect estimation. In practical situations thismay not be case. However, MTC's results suggest that substantial performance gainscan be obtained by providing the routing module with tra�c estimation informa-tion from the upper layer.This information may range from a priori estimation ofincoming sessions, based for example on the user role in the network (e.g. databaseserver, mission commander, etc,), to on-the -
y estimations based on recent historyand future application layer requirements.5.8 ExtensionsThe present protocol was initially conceived to work in a horizontal highly mobilenetwork. In this section, the protocol behavior in di�erent scenarios is investigated.5.8.1 SuperclustersIn an ad-hoc network, the number of destinations increases with the network size.Beyond a certain point it may be too costly to keep track of all the clusters (referencenodes). Under such conditions it would be e�ective to group several clusters intosuperclusters. The nodes would then keep track of all the superclusters in the networkas well as the clusters that belong in the same supercluster with that of a particularnode. A destination node should be referred to by using its supercluster (reference)node's address, its cluster (reference) node's address, and �nally its own address.5.8.2 Two-Level NetworkIn [99] a two-level network has been considered. One level is formed by mobile landstations with limited coverage, and the second level (vertical network) is formed bya network of airplanes with both land-to-air and air-to-air interfaces. An airplane'sland-to-air radio interface has a greater radio coverage and bandwidth and can serveto directly connect two land stations. The number of users inside an airplane radiocoverage area de�nes the interface's footprint size. The concept of bandwidth pool is



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 148introduced to represent the bandwidth available to all the users sharing a commonaccess medium (land-to-land interface or land-to-air interface). The cost of a link isde�ned to be inversely proportional to the remaining bandwidth in the bandwidthpool and directly proportional to the number of users accessing this pool, or in otherwords, the number of users that are deprived of accessing the bandwidth pool whena packet is transmitted. The routing protocol at each node has to decide whichbandwidth pool to access when forwarding a particular packet.In this scenario, the horizontal network (land mobiles) implementation of theSOAP protocol may enable a highly e�cient method for exploiting the land-to-airinterface. Assuming that the horizontal network has implemented the SOAP pro-tocol, choosing reference nodes and forming clusters, a two level protocol may beimplemented as follows:When a source node has initially a packet to transmit (beginning of a session),it will check its location table for the destination node's reference node. The timethe last entry (in the location table) was entered is also recovered. The next step isto assign a cost for the packet's use of each interface. For the land-to-air interfacethe cost is equal to the ratio between the footprint size of the air interface and theavailable Bandwidth in the bandwidth pool. For the land-to-land interface the packetis assigned a cost that is directly proportional to the time elapsed since the last updatewas entered. This cost will re
ect the fact that older data may be out-of-date andmay origin a long path toward the destination. The land-to-land interface cost is alsoproportional to the average number of neighbors a user has and inversely proportionalto the network land-to-land interface available bandwidth. If no reference node isfound the cost is set to in�nity. This means that instead of bordercasting a REQUESTover the horizontal network, the requests are going to be carried out over the land-to-air interface. The resulting behavior in the network will be to minimize the numberof bordercasting over the horizontal network. Also, long ine�cient paths toward adestination are most likely eliminated, being replaced by broadcasts using the airnetwork support (land-to-air and air-to-air interfaces). The horizontal network willtend to use only up-to-date paths, where the node is almost sure to be inside therecorded reference area.



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 149After the beginning of the session and once the source node has up-to-date in-formation about the destination node's reference area (if any), the source node mayupdate the route's accumulated cost. For this purpose, each packet traveling over thehorizontal network will have both an accumulated cost and a remaining cost �eld.The accumulated cost �eld will be initially set to zero, and each node that forwardsthe packet will add their link's cost computed as the ratio between the number ofneighbors sharing the link over the available (remaining) link bandwidth. When thepacket arrives at the destination, the accumulated cost �eld will have the current costassociated with the path followed over the horizontal network. This cost is path-dependent, so di�erent packets following di�erent path will collect di�erent values ofthis cost. However, the observed accumulated cost is good enough to provide a roughestimate of the distance between the source and the destination nodes as well as thecongestion state of the subset of the network between them.When a node already in a session has a packet to send, it uses the most up-to-date accumulated cost information available as the land-to-land interface cost andcompares it to the land-to-air interface cost to decide over which interface to forwardthe packet. When the land-to-land interface's cost is lower and as a consequencethe packet is forwarded over the horizontal network, each intermediate node in thepacket's path network will use the packet's remaining cost �eld as its land-to-landinterface cost for this packet. The remaining cost �eld is initialized by the sourcenode to the value of the last known accumulated cost, and each node along the pathwill decrement it by an amount equal to the cost of transmitting the packet over itslinks. It should be noted that the remaining cost may be negative or may reach thedestination with a nonzero value. Nevertheless, it gives an idea of the approximatecost of the remainder of the route. Additionally, in networks with bidirectional linksthe accumulated cost of a source-destination path may be assumed to be equal to thevalue in the accumulated cost �eld of the packets received in the reverse direction(destination-source). For asymmetric networks, however, the accumulated cost in theforward direction has to be piggybacked from the destination back to the source.



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 150Finally, the SOAP protocol with the mentioned modi�cations will allow for an ef-�cient use of the land-air interface. The horizontal network will be relieved of broad-cast, bordercast, and other congestion-causing packets. Packets that need to traverselong paths will be forwarded using the land-air interface whereas packets travelingshort portions of the network will be transmitted over the horizontal network.5.8.3 Integrated Fixed-Mobile NetworkA mixed environment with picocells interconnected with �xed network nodes, andmobile nodes that may want to communicate with other mobiles as well as �xednetwork nodes is considered here. Picocells will have two interfaces. One will com-municate them with the �xed network, and through it, with other picocells. Mobilenodes will also have two interfaces. One will communicate them with their closestpicocell, and the other will serve them to communicate them directly to each other.The transmission range of this second interface will be smaller than the �rst, due topower and processing constraints of the nodes with respect to the picocells. In thisscenario, the mobile nodes form an ad hoc network and may communicate with eachother in a multi-hop fashion. The mobile nodes may rely on the picocells to forwardtheir packets, or given that it is likely that mobile nodes are out of the picocell range,they may need to forward packets to each other in a multihop fashion all th away tothe destination or at least up to the closest mobile node that can reach a picocell.Such an scenario may be possible in buildings having �xed antennas in prede�ned po-sitions but that do not cover all the possibles areas; as for example halls, entrances,some rooms, etc.In this scenario, it is expected that the SOAP protocol will identify the picocells asreference nodes and will keep track of them 5. If the mobile nodes are always k hopsor less away from a picocell then the picocells will be the only reference nodes. Thepicocells will always have routes to each other { after the initial broadcast announcinga picocell as reference node { so they will not require to execute the TORA protocolnever again (will never get without a `downstream link'). In this scenario the protocol5This behavior may even be forced by the picocells setting their Gain �eld to the maximum valueand advertising themselves as new reference nodes



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 151will present the required behavior as far as no mobile node is chosen as reference node.But, if the mobile nodes are more than k hops away from a picocell it is likelythat some of them will organize in a reference area. In such a case, a picocell wouldbe forced to track down a mobile node using the TORA protocol resulting in eventualperformance degradation as shown by the next example. Consider that a mobile nodeis chosen as reference node, over time it may be possible that the height level of allthe mobile nodes with respect to a mobile reference node have been updated to thecurrent time causing the mobile nodes' heights to be greater than the height of theircloser picocell. In this situation a picocell would be forced to increase its own heightand propagate the new height level all over the �xed network. This action is neitherdesired nor e�cient.The SOAP need to be revised and modi�ed in this situations. The self-organizingalgorithm discussed in Section 5.3 is still valid, but some alternative to TORA needsto be developed.An ad-hoc solution may be to run a di�erent algorithm in the picocells, which willbehave as gateways as explained below. Routes between picocells and �xed networknodes will be computed in the traditional fashion, as for example, using link stateupdates (LSU). Mobile nodes will run the SOAP protocol described above. Thepicocells will run SOAP in their mobile network interface, and will keep track of the(mobile) reference nodes. If a picocell detects that a reference node is reachable 6it may send an LSU update including a (virtual) link between the reference nodeand the picocell with a cost equal to the cost of the path between the picocell andthe reference node7. Similarly, if the picocell detects a network partition that causesa reference node to be unreachable, it will send an LSU notifying the rest of thepicocells that the link reference node-picocell is down. Also, when a picocell receivesa broadcast from a new reference node, it will send an LSU update to the �xed networkadvertising a link to the new reference node 8. Any picocell that receives such an LSU6TORA detects if a node is unreachable (network partition) with one bit in the height �eld.7Since the path between the picocell and the reference node is variable, so is their cost. The costof the (virtual) reference node-picocell link should re
ect the expected value of the path cost in thenear future but not necessarily be directly proportional to it.8Additionally, the picocell has to transmit, in the same or other packet, the location informationof the nodes associated with the reference node. Both packets (LSU and location update) packets



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 152will convert it into a broadcast similar to the one originated by the reference node(preserving the hop count)9. With the above modi�cations to SOAP, when a mobilenode want to send a packet to a node that is unreachable (or too far away) in themobile network, it would rely on the closest picocell which will use Link State (orother) protocol to forward the packet to the destination (if a �xed node), or to theclosest picocell (if a mobile node). In the latter case, the picocell will forward thepacket to the destination node's reference node as indicated by the SOAP protocol.In case the destination node is not associated with any reference node, then 
oodingwill have to be used. The above protocol behavior assumes that location informationis available. The actual implementation of the location management function dependson the choice between a hierarchical network (the picocells will storage the locationmanagement information for nodes that are not reachable if using only the mobilenetwork segment) or 
at network (the location management information for nodesunreachable unless using the �xed network segment, may be distributed across thenetwork). The decision rules for such a choice need to be further investigated.5.9 ConclusionsIn this chapter SOAP, a protocol allowing a network to self-organize, has been in-troduced. This protocol, by employing a self-organizing algorithm together with alimited information dissemination and location management modules, e�ciently ex-tract the mobility and tra�c patterns of the network. By exploiting these patterns,SOAP present excellent performance in the presence of strong pattern as for exampleis the case for group mobility (instead of random mobility) or when the set of des-tination is small and well de�ned (as opposed to be random, uniformly distributed).A complete protocol speci�cation is presented, and some modi�cations to other sce-narios are also covered. It should be noted that SOAP is a contribution in its ownshould not leave the picocell network domain.9Alternatively, the picocells may form a higher level hierarchy recording the reference node infowithout passing it to its neighboring mobile nodes. In such a hierarchical network, when a mobilesource node needs to send a packet to a node that is not reachable or for which no location informationis available, the source node will forward the packets the closest picocell, which will behave as itsdefault gateway.



CHAPTER 5. SOAP: a Self-Organizing, Adaptive Protocol 153right.Moreover, SOAP's self-organizing (SO) algorithm is a fundamental piece in theframework for a multi-mode routing protocol presented in Chapter 2. The work in thischapter provide us with an understanding of the complexity required in implementingsuch self-organizing algorithm, and such a multi-mode routing protocol. Indeed,SOAP may even be interpreted as as a simpli�ed implementation of a multi-moderouting protocol built according to the proposed framework: the limited informationdisseminationmodule would consist of SOAP's link state propagation algorithm basedon ZRP's IARP, that corresponds to the NSLS algorithm presented in Chapter 3, theclustering, tracking, and location management modules would constitute a simpli�edversion of the self-organizing module, and �nally, the higher level protocol decisionsor either send the packet along a downstream link toward a reference node, use routescomputed using the topology database (built with link state updates), or generatea route discovery based on ZRP's IERP's bordercast procedure, would constitute areduced set of the decisions that a multi-mode routing engine module has to make.Thus, this chapter work proves the feasibility of implementing { at least simpli�edversions of { a multi-mode routing protocol.However, in SOAP the gain and cost function determinations have been made inan ad hoc manner. Further research should focus on a theoretical framework thatprovides and understanding on the impact of the di�erent choices of the SO algorithmparameters in the overall performance, allowing to identify the best set of parameters;as it was done in the previous chapters for the link state variants candidates to runin the limited information dissemination module. Later on, combining these resultswith the ones in Chapters 3 and 4, a multi-mode routing protocol speci�cation maybe developed.



Chapter 6ConclusionsIn the past routing protocols for wireless ad hoc networks have typically been designedwith a particular, limited environment in mind. The results of this research haveshown that due to the wide diversity of the conditions that may be encountered inan ad hoc network this approach is neither su�cient, nor is it necessary. Routing inenvironments subject to widely varying characteristics by engaging a single routingstrategy is not e�ective.This dissertation presents the �rst fully analytical approach to studying the e�ectsof total-overhead, a new metric that captures the interrelated e�ects of routing over-head and path degradation. Hence, the analysis provides new insight into the actualtradeo�s involving routing overhead and path optimality for each of the classes of adhoc network routing protocol. Results demonstrate that a novel protocol referred toas Hazy Sighted Link State provides a low cost alternative to complex hierarchicaltechniques, and provides optimal balance between overhead and routing optimalityamong the class of limited link-state algorithms.The analysis provides the basis for a routing framework that is based on the con-cept of multi-mode routing. The idea is to apply the appropriate routing strategy,or \mode", that is determined to be the most e�cient under a given set of condi-tions. Thus, it adapts the strategy to both temporal and spatial network dynamics.The proposed framework presents a signi�cant shift in current approaches to ad hocrouting that is shown to be e�ective and an improvement over the state-of-the-art in154



CHAPTER 6. Conclusions 155routing. The multi-mode approach includes techniques that allow for scalability andfor extraction of and adaptation to the network mobility patterns.In summary, prior to this research there was a lack of su�cient understanding ofthe network dependence on the value of the di�erent protocol and system parameters.This shortcoming appeared to be due largely to a lack of theoretical understanding.However, such an understanding was necessary in order to develop the desired multi-mode framework. Hence, this dissertation focused on the study of these dependencies.The results of the research provide the theory and enabling mechanisms for the thedevelopment of a multi-mode routing protocol speci�cation. Furthermore, analyticalassessment of routing protocol asymptotic dependency on network parameters wasintroduced; based on this methodology the �rst theoretical results on the performanceof the most representative routing protocols in the literature was derived; a newperspective on scalability was introduced; the �rst link state variant (HSLS) thatis proven to be scalable was found; and the �rst protocol (SOAP) that extractsmobility and tra�c patterns together was speci�ed. Thus, the research presentedin this dissertation makes several signi�cant contributions that have advanced thecurrent state-of-the-art on the topic of routing and ad hoc networks.6.1 Future WorkThe multi-mode framework represents an important step towards the development ofpractical ad hoc routing that is scalable and adaptive to a wide range of environments.However, since the SO and LLS algorithms were e�ectively studied as stand aloneapproaches, further work regarding their synergistic interaction is needed. Thus, acomplete multi-mode routing protocol speci�cation represents the next step in thiswork. The majority of the e�ort required involves quantifying the interactions ofdi�erent parameters of the LLS and SO algorithms on overall system performance.In particular, the quantitative e�ect of group mobility on the gain and cost metricsinvolved in the SO algorithm, and the e�ect of the hierarchy imposed by the SOalgorithm over the information dissemination technique of the LLS algorithm requirefurther exploration.



CHAPTER 6. Conclusions 156Finally, the present work focuses in best-e�ort, min-hop routing. The objec-tive of any wireless communication system is to eventually support the same suiteof applications|including real-time, multimedia|that users can bene�t from whentethered to a wired Internet. Thus, the entire scope of issues related to QoS con-strained routing, coupled with adaptive application control and media access remainas exciting and important extensions to this work.



Appendix AApproximate Expression forFSLS's Total OverheadThe total overhead induced by a tagged node running a generic FSLS algorithm underhigh mobility is composed of the proactive (control) overhead and the suboptimalrouting overhead. These overhead types are analyzed separately in the next sections.For both sources of overhead, it is assumed that the tagged node S is locatedin the center of a network of radius R, since for a large network each node maybe viewed as being at the center ignoring boundary e�ects. This assumption allowsfor a tractable model, although the resulting expressions prove to be dependent onthe particular value of R and in general, on the boundary conditions. However, theposterior analysis of the nature of the solution for fsig suggests that the solutionfound is still valid for non-typical nodes (nodes not in the center of the network).A.1 FSLS's Proactive OverheadConsider Figure 3.3 and a highly mobile environment so that an LSU is generatedevery time interval. Let s1 � s2 � s3 � : : : � sn = R. Thus, every 2n�1 � te secondsthe algorithm is reset.Consider grouping the LSU (re)transmission induced by S according to their ini-tial TTL value (upon generation). Let type j LSUs (j = 1; 2; : : : ; n) be the LSUs157



APPENDIX A. Approximate Expression for FSLS's Total Overhead 158transmitted and retransmitted as a consequence of a LSU that was generated by Swith a TTL value set to sj.For some value i < n, LSUs with TTL set to si are generated by S at times2i�1 � k � te, where k is odd (k = 1; 3; 5; : : :). These LSUs are generated every 2i � teseconds and are retransmitted to �(s2i ) nodes (assumption a.3). On the average, theexpected number of retransmissions may be approximated by ci � s2i , for some real ci.Thus, the network forwards ci�s2i type i LSUs each 2i�te seconds. In conclusion, nodeS induces a control overhead of ci�s2i2i�te type i LSUs per second for i = 1; 2; : : : ; n� 1.Regarding type n LSUs, they are generated at times 2n�1 � k � te, with k beingany integer (k = 1; 2; 3 : : :). Thus, type n LSUs are generated each 2n�1 � te seconds(the same as type n � 1 LSUs), causing �(R2) retransmissions. Thus, the networkforwards cn � R2 type n LSUs each 2n�1 � te seconds. In conclusion, node S inducesa control overhead of cn�R22n�1�te type n LSUs per second.Adding together the types 1 to n LSUs, letting sizeLSU be the average size of aLSU packet, and assuming ci � c, the proactive overhead (Spro) induced by a node Srunning a generic FSLS algorithm is found to be:Spro = sizeLSUte (n�1Xi=1 cis2i2i + cnR22n�1 ) bps� c � sizeLSUte (n�1Xi=1 s2i2i + R22n�1 ) bpsA.2 FSLS's Suboptimal Routing OverheadIn this section, a closed form expression for the suboptimal routing overhead inducedby a tagged node S running the FSLS algorithm is derived.Node S induces suboptimal routing overhead each time it forwards a data packet(whether it is the originating source or not) to a node that is not along the shortestpath to the data packet's destination. For example, let's assume that node S receivesa data packet destined to node D, which is r hops away. If node S forwards thepacket to a node r � 1 hops away from D then no suboptimal routing overhead willbe induced. However, if node S forwards the packet to a node that is also r hops



APPENDIX A. Approximate Expression for FSLS's Total Overhead 159away from D, then a suboptimal routing overhead equivalent to the size of the datapacket will be induced. In general, if node S forwards the packet to a node that isr + j hops away from D 1, then a suboptimal routing overhead equivalent to j + 1times the size of the data packet will be induced.To analyze the suboptimal routing overhead induced by node S, consider Fig-ure A.1 where a snapshot of the network, as seen by node S, is presented. It is as-sumed that all the nodes are within R hops from S. The network shown in Figure A.1presents a great deal of uniformity but it is not intended to limit the analysis to justsuch a regular network. The regularity observed in Figure A.1 simply represents theaverage or expected values based on assumptions a.1 through a.4 (subsection 3.4.1).Thus, the network depicted in Figure A.1 re
ects the expectation for average valuesfor networks with the same density � (i.e., c1 � r2 nodes at a distance of r hops or lessfrom S, and c2 � r nodes exactly at a distance of r hops).Let x! y be a 
ow from node x (the source) to node y; and let Ft(S) be the setof all such 
ows passing through node S at a given time t. Let �x!yf be the averagetra�c going through 
ow x! y. Then, by assumption a.5, �x!yf = �tN�1 � �tN .To compute the average suboptimal routing overhead induced by S at time t,consider that every time node S receives a packet destined to a node, say D, that is rhops away, it may or may not make a proper next hop decision. Let p(S; x; y; t) be theprobability that node S's next hop decision for 
ow x! y at time t is non-optimal. Itis further assumed that if a non-optimal next hop decision is made, the packet is for-warded to a node that is at the same distance fromD as node S, and that the 
ows areloop free. The �rst assumption is based on the observation that sending a data packetto a node that is r + 1 or more hops away from the destination will be equivalent tosending the packet in a direction totally opposite to the destination. While the aboveevent is possible, it is highly unlikely during normal protocol operation (i.e., beforethe protocol breaks) for dense networks, especially when the destination is far awayand geographical constraints dominate the routing decisions (i.e. the `geographical'region discussed in subsection 3.4.1). Thus, ignoring these unlikely events will leadto a �rst order approximation on the network performance. The second assumption1Values of j greater than 1 are only possible in the presence of unidirectional links
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Figure A.1: A network snapshot, as seen by node S, running a FSLS algortihm.



APPENDIX A. Approximate Expression for FSLS's Total Overhead 161is based on the same rare-event reasoning towards a �rst order approximation. Also,loop detection/removal mechanisms are relatively easy to implement. It should benoted, however, that loops are less rare when the packet is close to the destination,since in this region it is topology and not the underlying geography that dominatesthe routing decision. Thus, it is important that the selected FSLS strategy try tominimize these loops (this topic is further discussed in subsection 3.5.1).As a consequence of the previous assumptions, a non-optimal next hop decisionwill induce exactly one extra hop transmission, and therefore the expected extraoverhead induced by S when forwarding exactly one packet (from the x ! y 
ow,at time t) is equal to p(S; x; y; t). Thus, the expected suboptimal routing overhead(Ssub) induced by node S at time t is:Ssub(t) = Xx!y2Ft(S)�x!yf p(S; x; y; t)� �tN Xx!y2Ft(S) p(S; x; y; t)Let Nr(S; t) be the set of nodes that are exactly at a distance r in hops) fromnode S according to this node view of the network at time t, and let Ft(S;D) be theset of 
ows passing through S and ending at D (destination) at time t. Thus :Ssub(t) = �tN RXr=1 XD2Nr(S;t) Xx!D2Ft(S;D) p(S; x;D; t) (A.1)= �tN RXr=1 XD2Nr(S;t) jFt(S;D)j p(S; x;D; t) (A.2)Where j:j represents the cardinality (size) of a set, and the last equality comesfrom the observation that once a packet reaches node S to be forwarded to anothernode D, the packet's history is not relevant, and all such packets will be forwardedin the same manner regardless of the packet's origin (i.e., x).To compute p(S; x;D; t), consider Figure A.1 again. Node S will forward any datapacket destined to node D toward node I, the next hop according to node S's viewof the network. In Figure A.1 it can be seen that such a decision to forward the data



APPENDIX A. Approximate Expression for FSLS's Total Overhead 162packet through node I will be optimal if (and only if) node D is currently inside thearea A1. However, since the �gure represents node S's view, and this node (S) maynot have received any update from D in the past T (r) seconds (see section 3.3, onthe maximum refreshing time), node D's current position may have changed.Let t1 be the most recent time at which node S received a LSU from node D. Letp(S; x;D; t; t1) be the probability of node S taking a non-optimal next hop decisionwhen forwarding a packet to D through node I at time t, given that the last LSUupdate from D was received at time t1. Since t1 may be any time less than T (r)seconds ago (in the interval < t� T (r); t >), 2 then:p(S; x;D; t) = 1T (r) Z tt�T (r) p(S; x;D; t; t1) dt1 (A.3)p(S; x;D; t; t1) is equal to the probability of node D leaving the area A1 aftertime t1 in Figure A.1 3. This probability depend on the node speed and the mobilitymodel assumed. It is similar to the problem of residence time in cellular networks,where it is common practice to assume an exponential residence time. In our setting,p(S; x;D; t; t1) is the probability that the residence time inside the area A1 is lessthat t � t1. Thus, assuming also an exponential model for the residence time 4,p(S; x;D; t; t1) � 1� e�M(t�t1)r . M, in hops per second, is a constant that depends onthe average relative node speed and on the geometry of the area A1 (which in turndepends on the degree of node S among other factors, but is independent of N or r);2At time t1, node D was r hops away from node S. If node D stays r or less hops away fromS, it will `refresh' node S at most after T (r) seconds. Thus, in this case, if t were greater thant1 + T (r) node D would have `refresh' node S about its new location, which would contradict theassumption that t1 is the most recent time when node S received a LSU from node D. However,strictly speaking, node D may have moved more than r hops away from node S since time t1. Itwill be assumed that node D is still close to r hops away, and that the above refreshing time isapproximately correct. This assumption is further backed by the fact that function T (r) remainsconstant under small variations of r (see Figure 3.4).3Strictly speaking, area A1 is not necessarily a triangle. Figure A.1 just shows our expectationthat on average that area will be a fraction, of roughly triangular shape, of the network. It isimportant to note that the area of A1 depends more heavily on the number of neighbors of node Sthan on the distance from D to S.4Our results still hold as long as the cummulative density function (cdf) of the residence time(F (t)) is such that @F (t)@t � Mr , for small values of t, which is usually the case.
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Figure A.2: Region A1 as seen by (a) node D, and (b) node D0.t � t1 is the elapsed time since the last LSU was received; r is the distance (at timet1) in hops between S and D.The dependence of p(S; x;D; t; t1) on the ratio t�t1r follows from assumption a.8.Consider for example another node D0 that is at a distance 2r hops from node S, inthe same direction as D from S, so that node S also forwards a packet to D0 throughnode I and an optimal next hop decision would be made as long as node D0 remainsinside the same area A1. Note however, that node D's view of the area A1 (regardingitself as the center) will di�er from node D0's view. Basically, node D0 will view areaA1 (when it is at the center) as being a scaled version of node D's view, where thescale factor is equal to 2. Figure A.2 (a) and (b) show node D's and D0's view of theregion A1 respectively.



APPENDIX A. Approximate Expression for FSLS's Total Overhead 164If the elapsed time (since the last LSU was received from D0) is also doubled, themaximum displacement (maximum speed�elapsed time) d0 of node D0 will also dou-ble with respect to node D's maximum displacement d, as also shown in Figure A.2.According to assumption a.8 about scaling with time, it would be expected that bothprobabilities of optimal and non-optimal next hop decisions (for nodes D and D0)be the same. Thus, any simultaneous proportional increment on t � t1 and r wouldcancel out. Strictly speaking, let p0 and p be the probabilities of an optimal next hopdecision for nodes D0 and D respectively. Similarly, let 4t0 and 4t be the elapsedtime for nodes D0 and D respectively. Thus:p0 = Z ZA01 ft=t�4t0(x0; y0; 0; 0)dx0 dy0Where ft=t�4t0 is the probability distribution function of node D's position giventhat it was located at the origin at time t�4t0. According to assumption a.8 abouttime scaling: p0 = Z ZA01 1(4t0)2f1=0( x04t0 ; y04t0 )dx0 dy0= Z ZA01 14(4t)2f1=0( x024t; y024t)dx0 dy0Where the last equality holds since 4t0 = 24t. Then, applying the following variabletransformation x0 = 2x and y0 = 2y:p0 = Z ZA1 14(4t)2f1=0( 2x24t; 2y24t) 4dx dy= Z ZA1 1(4t)2f1=0( x4t; y4t) dx dy= pWhich proves that p0 = p and therefore simultaneous increments on t�t1 and r wouldcancel out.Now, replacing the expression for p(S; x;D; t; t1) in equation A.3 the following isobtained: p(S; x;D; t) = 1T (r) Z tt�T (r)(1� e�M(t�t1)r )dt1



APPENDIX A. Approximate Expression for FSLS's Total Overhead 165= 1� 24r e�M(t�t1)rMT (r) 35tt�T (r)= 1� r(1� e�MT (r)r )MT (r)= 12MT (r)r � 16(MT (r)r )2 + 124(MT (r)r )3 + : : :where the last expression follows from the series expansion e�x = 1�x+ 12!x2� 13!x3+: : :. Thus, a �rst order approximation for p(S; x;D; t) will be p(S; x;D; t) � 12MT (r)r .Replacing this expression in equation A.2 the following is obtained:Ssub = �tN RXr=1 XD2Nr(S;t) jFt(S;D)j12MT (r)r (A.4)To compute jFt(S;D)j consider that if all the nodes to the left of node S inFigure A.1 have the same information as node S, the set Ft(S;D) would be formedby the nodes inside the area A2. However, nodes to the left of node S may not havebeen updated at time t1 (last time node S was updated), and therefore they may havea di�erent view of the network. Thus, the actual set of nodes that forward packetsto D through node S (and therefore I), may be di�erent from the set of nodes insidearea A2. Nevertheless, the number of such nodes must be roughly similar. The laststatement follows from the observation that if the network in Figure A.1 is verticallysplit (passing through node S), all the nodes on the left half will have to go throughsome of the nodes on the boundary (node S or some other node along the verticalaxis). Let x1; x2; : : : be the nodes on the vertical axis, and let Ft(x1; D);Ft(x2; D); : : :be the sets formed by the 
ows reaching node D through node x1; x2; : : : respectively.Thus, each node in the left half is the source to exactly one 
ow belonging to exactlyone of the aforementioned sets. Thus, the problem of assigning a node (
ow) to oneset arises. If all the nodes in the left half of the network in Figure A.1 have the sameview of the network as node S, the number of nodes assigned to Ft(S;D) is equalto � � area(A2). Since node D has been moving, nodes on the left half will have adi�erent (older) view about node D, biasing the assignment. However, since nodeD's mobility is random, di�erent possibilities cancel out the bias and at the end the



APPENDIX A. Approximate Expression for FSLS's Total Overhead 166proportionality in the assignments is maintained. Thus, the number of nodes assignedto Ft(S;D) will still be close to � � area(A2).Approximating the area A2 by the trapezoid inscribed on the circle of radius R,and computing this area as the di�erence between the two similar triangles with avertex at D (see Figure A.1) the following expression is derived: area(A2) � �2 �r � ` � h(R+rr )2 � 1i, where � is the base of the smaller of the similar triangles, andis numerically equal to the distance between node S and one of its close neighborsin Figure A.1. Thus, � is more or less independent from r and R. ` is the averagedistance between a node and its neighbors in a min-hop path, so that nodes that arer hops away will be { on average { at a distance r � `. 5 Further simplifying theprevious expression and inserting it in equation A.4, the following is obtained:Ssub = �tN RXr=1 XD2Nr(S;t) 14��`MR2(1 + 2rR )T (r)r2 (A.5)= �tN RXr=1 jNr(S; t)j14��`MR2(1 + 2rR )T (r)r2 (A.6)where the last equality holds since the expression inside the inner summation dependsonly on r and not on the particular node D. Finally, from assumption a.3, the numberof nodes seen by node S at exactly a distance of r hops will be jNr(S; t)j � � � r, forsome � real. Thus: Ssub = �tN ���`4 MR2 RXr=1(1 + 2rR )T (r)r (A.7)Since the factor (1+ 2rR ) changes slowly and it is bounded between 1 < 1+ 2rR � 3,Ssub may be approximated by:Ssub � �tN ��
�`4 MR2 RXr=1 T (r)r (A.8)5It may appear that � and ` are the same quantity, but they di�er in that � is the distance to theclosest nodes and as such it is de�ned by the geographical node positioning. ` in the other hand, isthe average distance between nodes in a min-hop path (longest links) and therefore it is close to themaximum transmission range, which depends on the nodes' transmission power. If the transmissionpower is large, ` may be signi�cantly greater than �.
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�`4 MR2 nXi=1 siXr=si�1+1 2i�1r te (A.9)= �tN ��
�`4 MR2te nXi=1 2i�1fi (A.10)where 1 < 
 � 3, and the last 2 equilities follow since T (r) = 2i�1 te for si�1 + 1 �r � si (see Figure 3.4) 6 and fi = Psir=si�1+1(1r ). Finally, approximating fi by usingfi � R sisi�1 drr = ln( sisi�1 ) for i � 2, and f1 � ln(s1), and recalling that sn = R, thefollowing expression is obtained 7:Ssub � �tN ��
�`4 MR2te[ln(s1) + nXi=2 2i�1ln( sisi�1 )] (A.11)= �tN ��
�`4 MR2te[2n�1ln(R)� n�1Xi=1 2i�1ln(si)] (A.12)A.3 HSLS's Total OverheadFSLS does not induce reactive overhead, thus taking into account the proactive andsuboptimal routing overheads, FSLS total overhead (Stotal) induced by a node S isfound to be: Stotal = Spro + Ssub= c � sizeLSUte (n�1Xi=1 s2i2i + R22n�1 ) + �tN ��
�`4 MR2te[2n�1ln(R)� n�1Xi=1 2i�1ln(si)]
6s0 = 0 for consistency.7The �rst term's (f1's) approximation is a loose one, but this has little e�ect in the overall resultsince the weight of this term in the Ssub expression is relatively small (21). The accuracy of Ssubapproximation mainly depends on the accuracy of the approximation of the highest weight terms(fn and the like). It can be noted that for large values of i (and si), the approximation employed istight.



Appendix BControl Overhead Induced by aNode Running A-HSLSIn this appendix the control overhead induced by a node, say X, running the A-HSLSalgorithm described in subsection 3.5.4 and Figures 3.11 and 3.12 is derived. Thisderivation is based on the assumption that the time between link failures experiencedby a node is a exponentially distributed random variable with mean value 1�lc .Let tgloi be the time at which node X sends the i-th global LSU. (tglo1 is the time thealgorithm was initialized). Let Ii+ be the i-th interval between global LSUs includingthe time the (i+1)-th LSU was sent, i.e. Ii+ =< tgloi ; tgloi+1] (it is important to notethat Ii+ includes the time point tgloi+1).Let's de�ne the interval type as either SLS or HSLS. The i-th interval is said to beof type SLS if the (i+1)-th LSU was sent by node X while in SLS mode. Similarly,the i-th interval is said to be of type SLS if the (i+1)-th LSU was sent by node Xwhile in HSLS mode.The number of LSU (re)transmissions induced by node X during the i-th interval,provided that its type is SLS, is N since at time tgloi+1 each node will have to retransmitnode X's LSU once. In the other hand, if the i-th interval was of type HSLS, nodeX would have sent several LSUs with TTL equal to 2, 4, 8, and so for up to 2Rx.The (last) LSU with TTL equal to 2Rx will require N retransmissions (the entirenetwork). The LSU with TTL equal to Rx will only require fxN retransmissions168



APPENDIX B. A-HSLS's Control Overhead per Node 169since it will not reach the entire network. From assumption a.3, fx should be between0:25 (when Rx is one half of the network radius) and 1 (when Rx is almost equal tothe network radius, as seen from node X). In practice, due to boundary conditionstypical values of fx will be in the interval < 0:5; 1 >. For LSUs with TTL equal toRx=2 boundary conditions may be ignored and the number of LSU transmisions willbe roughly fx4 N . Recalling that there may be up to 2 LSUs with TTL equal to Rx=2,these LSUs contribute with with fx2 N LSUs transmissions to the control overhead.For smaller TTL values, it should be noted that reducing the TTL by a factor of 2will reduce the number of (re)transmissions due to each LSU by a factor of 4, butat the same time, the number of such LSUs will double with the e�ect of reducingby one half their aggregated contribution to the control overhead. From the above,the number of LSU transmission indiced by node X during an interval of type HSLSwill be N + fxN + fx2 N + fx4 + � � � = N [1 + fx(1 + 0:5 + 0:25 + � � �)] � N(1 + 2fx).The above expression correspond to the case where LSUs are sent at every timeinterval. In practice, LSUs will not necessarily be sent each te period. However,the LSUs with larger TTL value, i.e. the main contributors to the control overhead,will be sent by sure. Thus, using the above expression for all the HSLS intervalsprovides a good approximation, where the error in the results is on the conservativeside. It should be noted that the above simpli�cation is done for simplicity sake,because given the exponential distribution of the inter link change times it is perfectlyfeasible to compute a close expression for the expected number of LSU's transmissionrequired during a HSLS interval. However, the solution so found will not di�er muchfrom the one obtained here, which is easier to understand. Finally, Let pi be theprobability that the i-th interval was a HSLS interval, then the expected number ofLSU transmissions over the i-th interval is equal to (1� pi)N + pi(1 + 2fx)N .Regarding the expected length of the i-th interval, let telapi be the time elapsedsince tgloi (the time the i-th global LSU was sent) and the time the next link changeis detected. Given the memoryless property of the time between link change (ex-ponential distribution), telapi will also be exponentially distributed with mean 1�lc . Ifthe i-th interval is of SLS type, the interval length will be equal to telapi . If the i-thinterval is of type HSLS, the interval duration will be equal to telapi plus a �xed time



APPENDIX B. A-HSLS's Control Overhead per Node 170equal to (Rx � 1)te, since Rx � 1 time intervals should elapse before NumEventIntreaches the value Rx and the algorithm is reinitiated. For simplicity, the above timeis rounded and therefore the interval length is approximated by telapi +Rxte. 1 Then,the expected lenght of the i-th interval is equal to 1�lc + piRxte, that is, it is equal tothe expected elapsed time telapi plus the term Rxte weighted by the probability thatthe interval was of type HSLS.Combining the previous results, averaging the expected number of LSU transmis-sions per interval over the expected interval lenght, A-HSLS control overhead is foundto be equal to :XcontrolA�HSLS = EfNo. of LSU transmission per intervalgEfinterval lenghtg= (1� pi) + pi(1 + 2fx)piRxte + 1�lc N= 1 + 2pifxpiRxte + 1�lc N (B.1)Finally, pi (the probability that the i-th interval be of type HSLS) is equal to theprobability that telapi be smaller than Rxte2 . Since the time between link changes isexponentially distributed (memoryless), the elapsed time will also be exponentiallydistributed with the same mean value ( 1�lc ). Thus, telapi probability density function(pdf) is f(t) = �lce��lc t. Then, pi is obtained as follows:pi = Pftelapi � Rxte2 g= Z Rxte20 �lc e��lc t dt= 1� e� �lcRxte2 (B.2)Thus, by applying equation B.2 in equation B.1, the control overhead induced bya node X, running the A-HSLS algorithm (XcontrolA�HSLS) is obtained.1It may be noted that for the special case where telapi is lower than te the correct expression forthe interval duration is Rxte. However, since the percentual di�erence is small (less than 1Rx ) theprevious approximation is used for simplicity sake. Once again, a more detailed analysis is possible,but it will unnecessarily complicate the resulting expressions, hiding the insight we expect to gain.



Appendix CAsymptotic Expression for ZRP'sTotal OverheadThe Zone Routing Protocol (ZRP) is a hybrid approach, combining a proactive anda reactive part. ZRP attempts to minimize the sum of the proactive and reactiveoverhead.In ZRP, a node propagates event-driven (Link State) updates to its k-hop neigh-bors (nodes at a distance, in hops, of k or less). Thus, each node has full knowledgeof its k-hop neighborhood and may forward packets to any node on it. When a nodeneeds to forward a packet outside its k-hop neighborhood, its sends a route requestmessage, but this packet must only be sent to a small subset subset of nodes, namely,`border nodes'. The nodes in this subset have enough information about their k-hopneighborhoods as to decide whether to reply to the route request or to forward itto its own set of `border' nodes. The route formed will be described in terms of the`border' nodes only, thus allowing `border' nodes to locally recover from individuallink failures, reducing the route maintenance cost. The algorithm responsible for`bordercasting', i.e. sending the route request messages (query message in ZRP's ter-minology) to the border nodes is not trivial. If e�ective and e�cient algorithms asthe ones presented in [112] are not in place, the process of disseminating teh querymessages to the border nodes may even result in more control overhead than just
ooding the network, eliminating the advantage of keeping proactive information.171



APPENDIX C. Asymptotic Expression for ZRP's Total Overhead 172ZRP's total overhead components will be analyzed in the next subsections, wherelower bounds will be derived.C.1 ZRP Proactive OverheadAfter a node S detects a link status change, it generates and propagates an LSU witha Time To Live (TTL) �eld set to k. Thus, the LSU is retransmitted for all the nodesthat are k � 1 or less hops away from S. In average there are �((k � 1)2) = �(k2)such nodes (assumption a.3). Thus, in ZRP each LSU induces �(k2) transmissions.Since the LSU generation rate (for the whole network) is �lc � N , then we concludethat ZRP proactive overhead per second is �(k2 � �lc �N).Similarly, if we let nk represent the average number of nodes inside a node (sayS) `zone' (i.e. less that k hops away from S), and recalling (assumption a.3) thatnk = �(k2), then we obtain that ZRP proactive overhead per second is �(nk��lc�N).C.2 ZRP Reactive OverheadFor ZRP's reactive overhead, a lower bound will be provided. This lower bound willbe obtained by considering only the bandwidth consumed by each new session's routerequest (RREQ). The bandwidth consumed for new RREQ required for repairingpaths (which could be signi�cant in a highly mobile environment) will be ignored.To compute the bandwidth consumed by new sessions' route requests (RREQs),we �rst consider the bandwidth consumed by one (1) route request (RREQ) generatedby a node (say S) due to the beginning of a new session.Let fBSi g be the set of border nodes that will need to be paged by node S. ZRPtries to e�ciently minimize the number of nodes paged. Thus, considering that eachborder node `covers' on average nk = �(k2) nodes (assumption a.3) and that eachnode is `covered' by at least onea border node, it is concluded that adding up thenumber of nodes covered by any of the border nodes or the source will result in anumber greater than N (i.e. the entire network is `covered' when trying to �nd adestination). As a consequence jfBSi gj + 1) � nk � N . The last inequality implies



APPENDIX C. Asymptotic Expression for ZRP's Total Overhead 173jfBSi gj � Nnk � 1. Thus, the number of border nodes is 
(N=nk). The more e�ectivethe implementation of ZRP, the tighter the bound.Each border node has to receive at least once the RREQ message originated bynode S. For example, assume that border node BSi received the RREQ for the �rsttime from border node BSj . This RREQ packet has to travel k hops from BSj to BSiand therefore it consumes size of RREQ � k bits. Adding up all such transmissionsover all border nodes a bandwidth consumption of size of RREQ � k � jfBSi gj bitsis obtained. The last quantity is a lower bound on the bandwidth required for thepropagation of a node's (S) RREQ message, since it does not consider duplicatetransmissions and back-propagation of RREQ messages, that although minimized byZRP e�cient query control schemes [112] process, they can not be totally eliminated.In general, the more e�cient the query control schemes the tighter the bound.Since �s � N new RREQ are generated each second, the ZRP reactive overheadper second is lower bounded by �s � N � size of RREQ � k � jfBSi gj � �s � N �size of RREQ � k � ( Nnk � 1). Finally, the ZRP reactive overhead per second is
(�sN2=k) = 
(�sN2=pnk).C.3 ZRP Suboptimal Routing OverheadZRP tries to maintain the same path (in terms of border nodes) to a destination aslong as it is possible, regardless of route optimality. As a consequence, as time evolves,ZRP's paths will degrade. Thus, ZRP's suboptimal routing overhead increases withmobility and session duration, and decreases with the `zone radius'. In one extremecase in which one node's zone is the entire network, then the induced suboptimaloverhead is zero; in the other extreme case in which the zone radius is the smallestpossible the DSR's performance is obtained.An upper bound on ZRP's suboptimal routing overjead may be obtained by con-sidering that the worst possible path 's length for a ZRP session grows as �(N=k). Tovisualize this, consider a sequence of border nodes from a source (S) to a destination(D) long after the initial path was constructed and after several repair procedureshave taken place : S � BS1 � BS2 � BS3 � BS4 � :::D. One property of this sequence



APPENDIX C. Asymptotic Expression for ZRP's Total Overhead 174is that 2 non-adjacent members of the list can not belong to each other's zone (i.e.can not be less that k hops apart). 1 This property causes (as it will be explainedbelow) the largest possible sequence to increase as �(N=k2). Also the number oftransmissions required to forward one packet from one node of the sequence to thenext is on average �(k). 2 Then, the maximum bandwidth that may be requiredto forward one packet (a long time after the session was �rst created, and assuminghigh mobility) is �(Nk2 ) ��(k) = �(Nk ) bits. Since �t �N packets are generated eachsecond, an upper bound for the suboptimal routing overhead per second for ZRP isgiven by the di�erence between this maximum bandwidth employed (�(Nk � �t �N))and the optimal value (�(�t �N �L) = �(�t �N1:5)) that would have been obtained iffull topology information were available. Thus, the ZRP suboptimal routing overheadper second is O(�t � N2k ) (upper bound).Note that the upper bound for suboptimal routing overhead represents the sameasymptotic behavior as the lower bound for the ZRP reactive overhead (consideringthat �t and �s are directly proportional, where the proportionality constant is theaverage number of packets transmitted as part of a session). Thus, it can be statedwithout loss of generality that the asymptotic behavior of ZRP is captured by thereactive and proactive overhead alone, and that the analysis of total overhead asymp-totic behavior can be characterized fully by these values. Thus, it is not necessaryto further improve the loose upper bound on suboptimal routing overhead alreadyderived.Next, it needs to be demonstrated that since the sequence of intermediate nodesfrom source S to destination D has the property that non-adjacent nodes are morethan k hops apart, then the maximum possible length of such a sequence increases as�(N=k2). Indeed, consider only the sub-sequence formed by the odd-placed nodes in1For example, if BS1 and BS4 are less than k hops apart, then BS1 will shorten the sequence fromS to D as follows : S � BS1 � BS4 � :::D. Thus, by repeating the above procedure we always get asequence with the aforementioned property.2We know that the maximum distance between consecutive nodes in the sequence is k (one is inthe zone of the other) and the minimum distance between nodes two position apart (e.g. BS1 andBS3 ) in the sequence is at least k + 1 (since they do not belong to each other zone because of theaforementioned property). Then, the average number of transmission required is between k+12 andk (i.e. �(k)).



APPENDIX C. Asymptotic Expression for ZRP's Total Overhead 175the original sequence (i.e. S, BS2 , BS4 , BS6 ...). The presence of S in the subsequenceinhibits (i.e. prevents from being in the above sequence of odd-placed nodes, asdiscussed before) any other node in S's zone. Similarly, the presence of BS2 in thesub-sequence inhibits all other nodes in BS2 's zone. Let rj be the maximum numberof times a node j can be inhibited (with amean value r over all nodes); it will beshown later that r increases as �(1) with respect to network size (N) and zone radius(k). Adding up the number of nodes inhibited by all the nodes in the subsequence,the resulting value can not be larger than N � r. Thus, the length of the subsequenceis smaller than N � r=nk, and the length of the original sequence is smaller than2 �N � r=nk. Thus, the maximum sequence length is �(N=k2) (provided r is �(1)).Finally, to visualize the behavior of r (bounded, independently from N and k),consider a node X and the set of nodes fYig that inhibits node X from belonging tothe aforementioned sub-sequence. As mentioned earlier nodes fYig are at least k hopsaway from each other. They also must be k or less hops away from X (to be able to`inhibit' it). Thus, the limit in the number of times node X can be inhibited is equalto the maximum number of inhibitors inside node X's zone. In other words, r is themaximum number of nodes that can be inside node X's zone (less than k hops away),given that they are all more than k hops away from each other. Before attemptingto answer this question in a graph theoretic framework, it is possible to formulatea similar (in view of assumptions a.2, a.3, and a.4) geometric problem: what is themaximum number of points that can be placed inside a circle of radius R, such thatthe minimum distance between any of this points is greater than R?.If the condition would have been \greater or equal" to R, it is easily veri�ed thatthe solution would be the 7 points shown in Figure C.1: P1, the center of the circle,and the 6 vertices (P2 : : : P7) of a regular hexagon with its side lengths equal to R andits center coinciding with the circle's center (i.e. P1). Thus the six vertices will beexactly on the border of the circle of radius R. Any repositioning of the points tryingto give room for another one will result in the reduction of some of the distancesto less than R. Thus, if 7 is the maximum that can be achieved provided that thedistances be \greater or equal" to R, then when the distances are restricted to be only\greater", 7 is no longer achievable and the maximum is at most 6. Two important
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P7Figure C.1: Geometrical interpretation of the maximum number of `inhibitors' that`cover' a nodeobservations are that this value (6 or 7) does not depend on the circle radius and thatthe maximum number of points is achieved when most of the points try to be on theborder of the circle (that is, trying to expand the distances as much as possible).Next, we utilize the insight gained in the geometrical interpretation to justify thatr is bounded independently of N and k. It is known that r is the (average) maximumnumber of nodes that can be inside node X's zone (less than k hops away) given thatthey are all more than k hops away from each other. From the geometric insight weknow that on average the number of nodes may be maximized by putting the nodeson the boundaries of node X's zone. Assume that similarly to the geometric case, Xis chosen as its own inhibitor (without loss of generality) and also the r�1 remainingnodes are chosen to belong to the border of node X's zone. Let C be the shortestloop (formed only by nodes inside X's zone) containing all these r � 1 nodes. Thelength of this cycle will increase as �(pnk) = �(k), because assumption a.4 impliesthat the one-dimensional metrics (average path, maximum path, and consequentlyalso the set `perimeter') of a set of nodes are directly proportional to the square of thenumber of nodes in the set. Finally, since the loop length is �(k), and the distance(length) between two consecutive `inhibitor' nodes in the loop is greater than or equal



APPENDIX C. Asymptotic Expression for ZRP's Total Overhead 177to k + 1; then the maximum number of `inhibitor' nodes is equal to the cycle lengthdivided by k + 1, which is �(k)=(k + 1) = �(1). Thus, r is bounded, and this boundis �(1), independent of k and N .3C.4 ZRP Total OverheadThe previous subsection derived a lower bound for ZRP's reactive and proactiveoverheads. Also, an upper bound for ZRP's suboptimal routing overhead showed thatinclusion of this term is not necessary to analyze the asymptotic properties on ZRP'stotal overhead. Thus, ZRP total overhead is 
(nk � �lc � N + �sN2=pnk) , whichis obtained by adding the reactive and proactive overheads. Minimizing this lowerbound by properly choosing the value nk, shows that the best asymptotic behavior ofthe bound is obtained when (if possible) nk = �((�s�N�lc ) 23 ), obtaining a total overheadthat is 
(� 13lc � � 23s �N 53 ). 4When �lc = �(�s �N), nk must be �(1) and therefore the total overhead inducedby ZRP becomes 
(�lc �N +�sN2) = 
(N � (�lc+�s �N)) = 
(�s �N2). If �lc growsfaster that �(�s �N), values of nk lower than 1 do not make sense. What happens isthat ZRP behaves in a pure reactive mode (as DSR) and therefore the total overheadinduced by ZRP in those cases is also 
(�s �N2).On the other hand, if �lc = �(�s=pN), the best achievable value of nk is �(N).Thus, ZRP's total overhead becomes 
(�lc �N2+�sN1:5) = 
(N2 � (�lc+�s=pN)) =
(�lc � N2). If �s=pN grows faster than �lc, then nk can not grow more than Nand therefore ZRP behaves in a pure proactive mode (as SLS) and induces a totaloverhead of 
(�lc �N2).3This paragraph does not intend to be a mathematical proof, but only an intuitive explanationof the reasoning for considering r to be �(1).4Note that in this case k, the zone radius, is �((�s�N�lc ) 13 ). Thus, k should increase with tra�cand decrease with mobility as expected; but the dependency is not linear.



APPENDIX C. Asymptotic Expression for ZRP's Total Overhead 178Finally, ZRP's total overhead is:ZRPtotal overhead = 8>>><>>>: 
(�lc �N2) if �lc = O(�s=pN)
(� 13lc � � 23s �N 53 ) if �lc = 
(�s=pN) and �lc = O(�s �N)
(�s �N2) if �lc = 
(�s �N)



Appendix DAsymptotic Expression for HSLS'sSuboptimal Routing OverheadThe key to the derivation of the HSLS suboptimal routing overhead is to understandthat if the probability of making a non-optimal next hop decision at any time isindependent of the network size N and tra�c �t, then the suboptimal routing overheadincreases with respect to tra�c and size as �(�t �N1:5). 1. To visualize this, considera simple network model where each node's probability of making a non-optimal nexthop decision, independently of the distance k to the destination, 2 is p. Moreover,consider the following scenario (shown in Figure D.1) where a node S must forwarda packet towards a destination D (in general, S is not the source of the packet but itis relaying it).Let k be the minimum distance (in hops) from S to D. There are several paths thatachieve this distance, and the set of nodes forming part of these paths are enclosedin the small region B including I1, I2, and I3. Thus an optimal next hop decisionwill be made if the packet is delivered to any of these three nodes (I1, I2, or I3).Clearly, if the packet is delivered to any of these nodes, the distance from the new1Note that the suboptimal routing overhead also depends on the mobility and/or rate of topologicalchange so the above expression is not complete. Later, a more precise expression will be derived2Later in this subsection we will show that for HSLS, the probability of a non-optimal nexthop decision roughly remains constant (or at least lower- and upper- bounded) with respect to thedistance to the destination. 179
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Figure D.1: Optimal and non-optimal next hop decision in the HSLS protocol



APPENDIX D. HSLS's Suboptimal Routing Overhead 181location of the packet (i.e. I1, or I2, or I3) to D will decrease by one to k � 1. Ifa non-optimal next hop decision is made (packet delivered to I4; : : : ; I8, the distancefrom the new location of the packet to D will be k (remain the same) or increaseto k + 1 (can not be more since there is at least one path of k + 1 hops from anyIj to D, i.e. the path Ij � S � minimum pathS to D � D). It can be intuitivelyseen that the probability that a next hop error actually produces an increase in thedistance to the destination is very low in a network, unless the density is very small(sparse network). We can then simplify our model and assume that a packet canbe successfully delivered to a proper next hop node (thus reducing the distance tothe destination by 1) with probability 1 � p, and can be delivered to a non-optimalnext hop leaving the packet's distance to the destination unaltered with probabilityp. If we further assume that consecutive routing decisions regarding a packet areindependent, then we can estimate the expected number of packets transmissions(trials) necessary to move a packet from a distance k to a distance k�1 as 11�p . Sincethe optimal number of trials is 1, then the (average) wasted bandwidth in this one hoptransmission is size of data�( 11�p�1) = size of data� p1�p . Thus, the average numberof transmissions wasted when forwarding a packet from a source Li hops away fromthe destination is size of data � p1�p � Li. Finally, since �t �N packets are generatedeach second, and the average (optimal) path length of a packet is L, the bandwidthwasted due to suboptimal routes is �t � N � size of data � p1�p � L = �(�t � N1:5),where the last equality holds since L = �(pN) (assumption a.4).The above assumption that consecutive routing decision are independent is ob-viously not true since node routing decisions (and therefore mistakes) are highlycorrelated over time (until new link status information is available or some othermechanism { as for example loop detection { is provided to help not to repeat awrong decision) and space. Thus, this model ignores the presence of loops and otherphenomena. However, the model is good enough to make the point that if p doesnot depend on size or tra�c, a protocol's suboptimal routing overhead increases as�(�t �N1:5) with respect to size and tra�c.The remaining of this subsection will focus on showing that the HSLS probability



APPENDIX D. HSLS's Suboptimal Routing Overhead 182of a non-optimal next hop decision is independent of the network size and approxi-mately constant for di�erent distances to the destination. The independence of p fromtra�c is obvious since HSLS follows a proactive approach where routing informationis propagated as a consequence of events (link status changes) that are independentof the tra�c. 3To analyze the probability of a non-optimal next hop decision we need to go backto Figure D.1. There Dcurrent represents the actual (topological) position of node D.Djpast, with j = 1; 2 represents two possibilities of node D's topological position asseen by node S, k hops away (who may not have up to date information). The smallregion B is the set of nodes that belong to any of the minimum distance paths fromS to D. I1, I2, and I3 belong to this set, and therefore if S chooses one of these nodesas the next hop, an optimal next hop decision will have been made. The larger region(A) represents the set of nodes for whom the shortest path �rst algorithm run overS's (out-of-date) topology table gives as output I1, I2, or I3. In our example D1pastbelongs to this set whereas D2past does not. At this point the reader may be confusedsince Figure D.1 seems to present areas while our discussion refers to topologies. Ingeneral the sets aforementioned do not have to cover compact areas and may havearbitrary shapes. Figure D.1 presents what is expected to be an average case (dueto our geometrical analogies motivated by assumptions a.2, a.3, and a.4). Thus, itis expected that the set of nodes described above cover a more-or-less compact areaand that the success of the next hop decision made by S is intimately related to thefact that at the time when the last LSU was received from D, the physical position(that induces the network topology) of node D was inside the green area (as forexample is the case on D1past). This assumption is more realistic when dealing withlarge distances.In the above setting, the probability of a non-optimal next hop decision p (at leastfor an asymptotically large network) will be the probability that at the time tpast whenthe last LSU was received (or assumed) the node's position was not inside the green3In some protocols LSU generation and tra�c could be correlated. For example, if eavesdroppingof application level acknowledgments is used to estimate the status of a link. This case has not beenconsidered in this work, although it can be intuitively understood that in such a case the protocolperformance will only improve due to quick link failure detection.



APPENDIX D. HSLS's Suboptimal Routing Overhead 183area (A) given that at the current time tcurrent the node is in the position Dcurrent.This probability clearly depends on the time elapsed (telapsed = tcurrent � tpast) since`fresh' information was last received, and on the node mobility model. Assumption a.8implies that p is a function of telapsedk . The particular form of this function will dependon g0=1(x; y) (i.e. the tra�c model) and the normalized area A0 (result of compressingarea A so that the distance from S to D is unity). Thus p = h( telapsedk ; g0=1(x; y);A0).h(:; :; :)'s form may be complex but it is clear that it will be nondecreasing with telapsedkand non-increasing with A0.4Thus, if we can lower bound A0 and upper bound telapsedk when N increases toin�nity we will have shown that p is bounded independently of N (we already assumedthat a node mobility model { de�ned by its function g0=1(x; y) is independent of thenumber of nodes). To see that the average A0 is lower bounded, consider that in theworst case the set of optimal next hop decisions is formed by just one node (out of thed neighbors { on average { of a node). Thus, if the network is balanced (in average),the number of nodes that will return the optimal next hop node as the output of theirshortest path �rst algorithm should be roughly N=d. Therefore, the region A0 willconsist (on average) of a fraction of at least 1=d of the total area.To see that telapsedk is upper bounded, we must consider that a node (say S) that isk hops away from another (say D), where 2i < k � 2i+1, will receive updates aboutany link change detected by node D at most after 2i � te seconds. Thus, if no LSU hasbeen received in a long time, then at time t the node (S) knows that up until timet� 2i � te no link status change has been experienced by node D (which is equivalentto saying that the relative position of node D with respect to their neighbors has notchanged much). 5 It still remains the possibility that D's neighbors move as a groupbut this will be detected by nodes closer to S and S will be alerted of this changes.Thus, it is safe to say that the time telapsed since S heard about D's whereabouts forthe last time is lower than 2i � te. Thus telapsedk < 2i�tek = 2ik � te < te. And since teis independent from the network size, we conclude that p is bounded as N grows to4i.e. if one region totally contains another, h evaluated in the former may not be greater than hevaluated in the latter.5Recall that in this normalized model the distance between 2 neighbors is small compared withthe area cover by a large number of nodes since density is not allowed to increase beyond a limit.



APPENDIX D. HSLS's Suboptimal Routing Overhead 184in�nity. Thus, HSLS's suboptimal routing overhead is �(�t �N1:5).It is interesting investigate the HSLS's suboptimal routing overhead dependencyon te and if possible on speed (s). In order to gain insight with tractable solutions,some extra assumptions need to be made. For example, consider that g0=1 is suchthat the functional form of p follows the probability distribution function typicallyused for analyzing residence time in cellular systems; we can consider mobility modelsthat produce a value of p = 1 � e�s�telapsedK1k , where K1 is a constant that dependson the topology, average node degree, etc., and �telapsed is the average time elapsedsince correct link status information regarding the destination was available. Such afunction is based on the underlying assumption that the expected node position after agiven time varies linearly with the speed, thus the speed is directly proportional to therate of topological change (i.e. doubling the speed will be equivalent to `compressing'the time between events by a factor of 2). Then, we can focus on networks where thefunctional form of p is de�ned by p = 1� e��lc�telapsedK2k . Note that this expression forp, depending on the rate of link changes (�lc), makes more sense when dealing withtopologies and may even be true if we relax our mobility constraints (assumptions).In networks where the above assumptions are true, the HSLS suboptimal routingoverhead is equal to K3 p1�p�tN1:5 = K3 � (e�lc�telapsedK2k � 1)�tN1:5, where K2 and K3are constants. Considering the ratio �telapsedk it has already been shown that a node (S)that is k hops away of another (D) with 2i < k � 2i+1 will experience a delay in thereception of new link state information about D that is bounded by 2i � te seconds.It is not di�cult to visualize that on average node S will experience a delay of 2i�te2 .Thus, the average ratio �telapsedk = 2i�te2�k will be bounded by te2 > �telapsedk � te4 . Thus, theHSLS's suboptimal routing overhead is equal to K3 � (e�lcteK4 � 1)�tN1:5, where K3and K4 are constants.
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